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Riesco-Ávila, Prof. Dr. Juan G. Aviña-Cervantes, Prof. Dr. Mart́ın Valtierra-Rodŕıguez
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Juan M. Sierra-Hernández, Dr. Daniel Jáuregui-Vázquez, Dr. David Camarena-Mart́ınez,
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Resumen

Las necesidades digitales del mundo en cuanto a dispositivos electrónicos robustos, más
pequeños y más rápidos aumentan rápidamente en la actual Era de la Información. Por lo
que, el bien conocido problema de transferencia de calor en electrónica sigue vigente desde
la aparición de los circuitos integrados, y aún se considera como un problema abierto. En la
mayoŕıa de los casos prácticos, sin embargo, éste permanece parcialmente desatendido por
especialistas y estudiantes relacionados con la electrónica debido a múltiples razones. Este
trabajo presenta una nueva alternativa para la gestión térmica en microelectrónica, que im-
plica, simultáneamente, el procedimiento de diseño óptimo para disipadores de calor basado
en la segunda ley de la termodinámica y utilizando métodos modernos de optimización; y
la medición de la potencia térmica de los dispositivos microelectrónicos empleando el pro-
totipo de un caloŕımetro no-convencional. Este último fue propuesto, diseñado, construido
y analizado en este trabajo de investigación.

Résumé

Les nécessités numériques du monde en appareils électroniques robustes, plus petits et plus
rapides augmentent rapidement à l’Ère de l’Information. Donc, le problème bien connu de
gestion thermique en l’électronique reste valable depuis l’apparition de circuits intégrés, et
est considéré comme un problème ouvert aujourd’hui. Dans la plupart des cas pratiques,
cependant, ce reste partiellement sans attention pour les spécialistes et les étudiants en
l’électronique pour plusieurs raisons. Ce travail présente une nouvelle alternative pour
la gestion thermique en microélectronique, qui implique, simultanément, la procédure de
désigne optimale pour les dissipateurs thermiques basée sur la deuxième loi de la thermody-
namique et les méthodes d’optimisation modernes ; et la mesure de la puissance thermique
de la microélectronique en utilisant le prototype d’un calorimètre non conventionnel. Ce
dernier a été proposé, conçu, construit et analysé dans ce travail de recherche.

Abstract

The world’s digital necessities of robust, smaller and faster electronic devices rapidly in-
crease on the current Information Age. Hereto, the well-known electronic thermal man-
agement problem stills valid since Integrated Circuits appeared, and it is considered as an
open problem yet. In most practical cases, however, it remains partially unattended by
electronic-related specialists and students due to multiple reasons. This work presents a
new alternative for the thermal management in microelectronics, which involves, simul-
taneously, the optimal design procedure for heat sinks based in the second law of ther-
modynamics and modern optimisation methods; and the microelectronics’s heat power
measurement by using the prototype of a non-conventional calorimeter. The latter was
proposed, design, built and analysed in this research work.
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Chapter 1

Introduction

Scientific and industrial communities are focussed on new materials, devices, architectures,
designs, and manufacturing processes for microelectronic systems to fulfil the world’s dig-
ital necessities on this Information Age. Since the transistor’s invention, humanity has
observed how vacuum tube apparatuses preceded shrunk and enhanced systems, e.g., In-
tegrated Circuits (IC), Multi–Chip Modules (MCM) and, most recent, System–in–Package
(SiP) components. Some enricher reads about microelectronics’ history can be found in [1–
7]. Nowadays, SiPs are part of a global innovation plan, called Heterogeneous Integration
Roadmap (HIR), which is leading by different researcher’s societies [8]. HIR aims to pur-
sue industrial and scientific advances of silicon technologies, according to the well-known
Moore’s Law, looking for initiate a new age with, for example, connectivity and network
platforms, Internet of Everything (IoE), Smart Devices, Cloud Data, Intelligent Automa-
tion and Autonomous Vehicles [9, 10]. However, for any silicon–based device, shrinking
devices (miniaturisation), augmenting integration level and increasing operative clock–rates
lead thermal repercussions, namely the so–called Joule’s effect. This energetic interaction
is impossible to avoid due heat transfer is inherent for practical physical systems, including
microelectronic components [11–13]. Thus, the heat transfer is one of the important tech-
nical limitations, because microelectronic devices have a maximum operating temperature
specified by their designers and manufacturers. It is well–known as the Electronic Thermal
Management Problem, which has increased interest since ICs appeared (about 1960s) with
their Medium–Scale–Integration (MSI) and further technologies [14–17]. The need for ther-
mal management is justified and overviewed by Thammanna and Srivastav in [18], where
they declare that heat fluxes of Very–Large–Scale–Integration (VLSI) electronic devices
and the surface of a vehicle re–entering to the Earth’s atmosphere, are almost the same.
Hereto, thermal management in microelectronic components is a well–known problem for
electronic designers, engineers or technicians. It is an open problem and the literature has
plenty of documents that show different solving approaches [19–30]. Although, in most
practical cases, this problem remains partially attended by electronic specialists and engi-
neering students due to uncountable reasons. One of these could be related to an apparent
lack of thermal science skills.

A solution still used in our days consists on implementing heat sinks, or fin arrays,
attached to or embedded in the electronic components for enhance their rate and capability
of thermal power dissipation [25, 31–35]. Numerous interesting works have been appearing
aimed at the performance improvement of heat sinks, some of them are described as follows
by using an observation window of ten years. Various researchers have employed gaseous
working fluids for enhance thermodynamic properties, such as thermal conductivity and

1



2 CHAPTER 1. INTRODUCTION

heat capacity, taking care of negative environmental impacts [36–40]; others have used pure
liquids as coolers with formidable thermal conductivities to improve film coefficients [41–
49]; withal, several authors have mixed liquid fluids with additives to boost their properties
avoiding a considerable increment of pumping work [50–59]. Furthermore, designers have
explored geometrical variations (mainly in the heat sink cross–section) looking for expand
the channels hydraulic diameter, which increases the Reynold’s number and, thus, leads
the working fluid flow to turbulent regime [60–66]; others have studied the roughness of
heat sink walls, for augment thermal coefficients and avoid the slip flow condition, with
the rise of fluid–surface friction as side–effect [66, 67]. In the same manner, alternative
materials have been explored to build heat sinking devices, showing thermal conductivities
greater than aluminium or copper, which are traditionally employed on this application
[68–74]. Unfortunately, these non–common materials still are considerably expensive for
conventional uses.

Although, these mechanical solutions are effectively implemented on microelectronic
devices with the previous knowledge of their thermal behaviours. In other words, the
specific electronic power losses quantification gives designers information to optimally im-
plement any thermal management mechanism. Measurement of electronic power losses,
say net heat transfer power generation, is considered into design thermal management so-
lutions for specific cases. In the literature exists multiple paths to accurately modelling the
thermal behaviour of several engineering systems. For the case of electrical and electronic
components, these strategies are categorised in two groups: the electrical and the calorimet-
ric methods [75, 76]. A trade–off between results accuracy and implementation difficulty
have been identified for these strategies. That is, the former method has results with high
uncertainty but it is considerably easy to implement; conversely, the latter one has great
accuracy with an associated high implementation complexity [77]. The electrical method
founds on the estimation of power losses by employing electrical measured variables such
as current and voltage. For example, the power that an analog device dissipates can be
easily related to the electrical power definition, i.e., Pe = VeIe [W], since Ve [V] is voltage
and Ie [A] is current. In the case of electronic devices, digital signals and sampling fre-
quency play an important role on the power estimation, hence the aforementioned formula
is slightly modified. Other cases of sophisticated signals and systems, specialised power
formulae are needed to ensure an accurate estimation. Besides, the calorimetric method
consists on the directly determination of the power losses from a specific system [78]. It is
a well–settled area in practical applications of biology and chemistry [79, 80]. Calorimetry
principle is based on estimation of the heat transferred to a characterised substance, incit-
ing changes in its measurable state variables. This heat transfer is due to a natural process,
e.g., biological, chemical, or physical processes. Likewise, notions of thermodynamics and
heat transfer are required to implement this strategy. Thus, a calorimeter is chiefly com-
posed by the system under test and the characterised substance, which are connected by
a thermal conductive interface and inside a properly insulation coat. The substance is
commonly a fluid, which could be in motion through the system [76], or stagnation inside
a reservoir or cavity as an energy storage cell [81]. Both setups can be grouped utilising
the thermodynamic definition of a system, i.e., open and closed systems. In addition, the
double–jacketed calorimeters constitute an special case of the closed type, which enhance
accuracy and performance of an open type calorimeter by enclosing its surroundings in a
closed system [75]. Thereby, the power dissipation can be obtained from a simple enthalpy
analysis for systems. Multiple implementations of calorimeters are eager to be found in
literature, however, calorimeters using fluid flows are in the spotlight. It is mainly because
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their response time is shorter than the one of closed system. A downside of this feature
is the required additional pumping power to move the fluid throughout heat exchangers.
Some examples of calorimetric systems are presented as follows. Blaabjerg et al. in 2002
built and tested a measuring system for electrical devices with power losses till 50 W [82].
Once they improved the calorimeter accuracy, they proposed a higher power capabilities
system for industrial and home devices. One year later, Malliband et al. enhanced the
accuracy of a double–jacketed closed–type calorimeter for components from 0.5 to 200 W
[83]. In this study the design was verified by quantifying the losses of an inverter at dif-
ferent switching frequencies. In 2010, Weier et al. implemented a calorimeter on the heat
transfer estimation of phone chargers and lamp ballasts, with an accuracy of ±0.1 W in
25 W. Results were compared against values from an oscilloscope [84]. In the same year,
Christen et al. presented a calorimetry–based system for the measurement of losses in
a power converter system [85]. They remarked their double–jacketed chamber calorime-
ter was capable to determine power losses from 10 to 200 W, with a deviation less than
±0.4 W. This apparatus showed a special immunity to electromagnetic interference phase
errors, commonly perceived in AC systems. More recently, Frost and Howey constructed
a high–speed calorimeter for electronic elements operating at high clock frequencies. This
device was capable of reach the steady state in less than 10 min using coolers based on
Peltier’s elements [86]. In addition, it was tuned by an artificial neuronal network and
showed an accuracy of ±8 mW for components with power losses from 0.1 to 5 W. The
before mentioned calorimeters have been successfully implemented to determine the net
heat transfer of electrical and electronic components with different sizes, power consump-
tion and operating frequencies. These systems employed a common scheme, which includes
insulated chambers and heat exchangers, to estimate heat power generation from variations
on the temperature in a flowing coolant. However, Marin et al. in 2012 built a closed–
calorimeter for small microelectronic circuits, with the immersion of the test chamber in a
reservoir of distilled water [81]. The fluid filling the reservoir was homogenised by mixing
with a mechanical system of a paddle–wheel. The authors claim an accuracy of 0.03 �C
for components with a heat generation of 25 W, reaching the steady state in 43 min.

However, majority of the reported works of calorimetric systems have avoided a ther-
mal behaviour analysis. Notwithstanding, Blaabjerg et al. in [82] analysed temperature
distribution of the calorimeter using thermographic pictures. It was carried out to place
the sensors where average temperature on the surface area remains. Weier et al. in [84]
performed a numerical simulation of their measuring system using to obtain the tempera-
ture distribution of conducting walls. Authors implemented a spherical device under test
(DUT), with a constant power generation, which emulated an unknown electronic device.
As a result, they were able to located appropriately the heat exchanger for water circu-
lation to quantify power losses. Lastly, Frost and Howey tackled a thermal simulation of
their device using a three–dimensional model in a commercial software to determine the
system’s performance [86].

On the other hand, numerical simulations are considered as an alternative and power-
ful area, which help scientific research and implementations to approach relatively complex
processes. Some of these procedures recurrently involve multiphysical phenomena or for-
mulae hard to solve analytically. Thus, numerical simulations have been widely used to
solve problems on several areas of knowledge; e.g., to solve heat–functions and optimise
a laminar forced convection heat transfer process of pin–fins and plate–fins [87, 88]; to
maximise the thermal conductance between the plate and fluid flow in a pin–fin heat sink
with impinging flow [89]; to verify a design based on the constructal law for a photo-
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voltaic cell resistance minimisation [90]; to corroborate experimental data obtained from
a low power single–phased transformer, which is cooled by a ferrofluid in a natural con-
vection process [91]; to design NbTi superconducting solenoid magnet of 5 T cooled by
a Gifford–McMahon closed–cycle cryocooler [92]; to solve a direct problem of the in–situ
electrical resistivity thermography of concrete structures [93]; to design micro–actuators
for micro–electromechanical systems (MEMs) [94]; and to design miniature devices, like
micro–structured planar spiral power transformer, for chip–embedded core applications
[95]. Moreover, some numerical studies have been focused on biomedical applications, for
example, to solve the direct problem of thoracic electrical bio–impedance using electro-
cardiometry [96]; to analyse the thermal behaviour of an anatomic region that contains a
tumour for eventual oncologic diagnoses [97]; to improve microwaves applicators for can-
cer treatments studies [98]; and to study the transport problem for different kind of drug
molecules by using iontophoresis or an adaptive magnetic field source [99].

This research report proposes a new alternative for microelectronic thermal manage-
ment, which involves, simultaneously, the optimal design procedure for heat sinks build
with high thermally conductive materials, and the electronics’s heat power measurement
by using a non-conventional calorimeter. This optimal designing methodology is founded in
the second law of thermodynamics and modern optimisation methods, and analysed under
multiples scenarios. Afterwards, the non-conventional calorimeter’s prototype is designed
and analysed for obtaining information about the thermal power generated by an elec-
tronic device, which eventually shall be used into the proposed designing strategy. In this
way, the present work’s results contribute to the central research topic due to the current
technology state, since energy dissipation is due to resistive heating, with an alternative
methodology for the thermal management problem of microelectronic components.

This document is organised as follows. Second chapter details the optimal designing
methodology for heat sinks and its numerous illustrative examples. Third chapter describes
the non-conventional calorimetry since its design, numerical simulation and experimental
implementation. Finally, Fourth chapter summarises the most relevant inferences of the
entire document.



Chapter 2

Heat Sinks

Introduction

Microelectronic cooling is a well–known problem for electronic designers and engineers.
Many approaches have appeared aimed to research this kind of problem, e.g., heat sinks,
heat pipes, and thermoelectric coolers [33]; and their selection depends mainly on net ther-
mal power and geometrical constraints of the microelectronic device. However, cooling
systems fulfil the thermal requirements but exhibit a non–optimal performance, i.e., they
destroy exergy (useful work) or threat the environment. A particularly recurrent, and sim-
ple, solution for components with high thermal fluxes is to attach or embed Microchannel
Heat Sinks (MCHSs) [100]. Tuckerman and Pease demonstrated this early in 1981, and
they studied rectangular Microchannel Heat Sinks (RMCHSs) for very–large–scale inte-
gration (VLSI) devices [101]. Nowadays, MCHSs are an important part of the practical
implementation of electronic devices in general.

MCHSs have been continuously improved to fulfil necessities of evolving microelectronic
components by using numerous passive mechanisms [34]. One of the explored approaches
considers different geometries for micro– and mini–channels, and some examples include
multiple layers, constricted segments, wavy structures, inner roughness patterns and porous
media [69, 102–105]. Other approaches focus on using manufacturing materials with excel-
lent thermophysical properties, e.g., aluminium, copper and graphite composites [105, 106].
Likewise, alternative multiphase fluids have been implemented as coolants, such as colloids
with nanoparticles of, for example, copper oxide (CuO), titanium dioxide (TiO2), silicon
carbide (SiC) and aluminium oxide (Al2O3) [105, 107]. Even so, most passive enhancement
mechanisms for MCHSs could be considered harder to implement in most practical sce-
narios, where certain constraints exist, namely the excessive manufacturing and operating
costs. But, passive improvements on structure, manufacturing material, and coolant are
possible when the complete system has been previously designed to maximise its thermal
performance. A conceptual design allows reaching a desired cooling system, on a given set
of operating conditions and specifications, and these schemes are commonly integrated and
solved as an optimisation problem. In the case of MCHSs, the design methodologies use
different performance related to the figures–of–merit. The traditional method considers
the equivalent thermal resistance model of all heat transfer phenomena involved on the
operating cooling system [108]. Others consider the total pressure drop as an additional
objective, giving place to a multi-objective optimisation problem [109]. Another strategy
implements thermodynamic concepts to state a mono–objective multi–physics optimisation

5
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problem, i.e., the entropy generation minimisation (EGM) criterion.
EGM focuses on balancing entropy to obtain a model of irreversibilities in an oper-

ating system, which is subsequently minimised. This criterion was pioneered by Bejan
[87], and employed in heat sinks for the first time by Culham and Muzychka [110]. It has
been broadly applied for designing engineering systems as well as electronic cooling devices
[105, 111]. Conversely, RMCHSs have a simple geometry that makes them relatively easy
to manufacture in an unsophisticated laboratory. Thus, several works have been focused on
improving RMCHSs performance [38, 105]. Some have studied and designed implementing
the EGM powered with traditional gradient–based optimisation techniques, assuming flow-
ing coolants in the laminar regime [111–113]. On the other hand, traditional optimisers for
thermodynamic conceptual design applications usually require specialised computing plat-
forms, to solve or simulate the associated highly non–linear problems. However, modern op-
timisation algorithms have shown good–enough capabilities to satisfy EGM requirements.
These techniques, also known as evolutionary algorithms, feature versatility, flexibility and
precision [114, 115]. For example, Simulated Annealing (SA), Genetic Algorithms (GA),
Unified Particle Swarm Optimisation (UPSO), Deterministic Spiral Optimisation Algo-
rithm (DSOA), Harmony Search (HS) and Cuckoo Search (CS) have been implemented as
solvers of EGM for designing RMCHSs [40, 116–119]. The latter optimisation algorithm,
i.e., CS, has shown greater potential on solving applied engineering problems [120]. Nev-
ertheless, literature lacks works regarding to EGM criterion for designing RMCHSs that
include colloidal coolants, and also considering both laminar and turbulent hydrodynamic
regimes, by using modern optimisation.

This chapter presents the alternative methodology of thermodynamic optimisation,
based on the EGM criterion and the modern optimisation algorithm (i.e., UPSO, CS and
DSOA), for the conceptual design of RMCHSs for microelectronic cooling applications.
Multiples illustrative examples are detailed and studied, varying the manufacturing mate-
rials, design specifications and operating conditions. The chapter’s content is organised as
follows: First section displays the foundations and key concepts related with the method-
ology, as well as the utilised heat sink model and its associated heat transfer problems.
Second section describes the implemented modern optimisation algorithms. Next, Method-
ology carried out is specified in section three and, the achieved results are detailed in section
four. At the end, Conclusions are summarised.
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2.1 Foundations

This section details the attained three mathematical models for a microchannel heat sink,
in steady–state operation, as a common solution for the electronic management problem.
These models are based on concepts of the entropy generation rate (Ṡgen [W/K]), the
equivalent thermal resistance (Req [K/W]) and the pressure drop (∆P [Pa]). First, the
assumed operating conditions and constraints are described, and then mentioned formulae
are deduced. For simplicity, a rectangular geometry for channels is considered, but models
can be extended for other geometries with ease.

2.1.1 Operating conditions

Figure 2.1 presents the conceptual system to be analysed, i.e., a RMCHS, as well as its
inlet and outlet supply ducts [116]. RMCHSs have a total volume determined as

Vhs = WhsLhs(Hc + tb + tt), (2.1)

where Whs [m] and Lhs [m] are the total width and length (respectively), Hc [m] is the
height of channels. Furthermore, tb [m] and tt [m] are the thickness of bottom and top
parallel plates. The number of channels of an RMCHS is given by

Nc =
Whs/2� wp

wc + wp
, (2.2)

where Whs/2, wc, and wp [m] are the heat sink, channels and walls’ half widths.

Gwf

Wi

Ti
Li

ti Tb
tb

Ts Hc

Lhs

WhsWhs

2wp

2wc

Twf

Figure 2.1. Electronic cooling system to be analysed: rectangular microchannel
heat sink, thermal interface, and fluid flow supply pipes.

The mechanical component is attached to the bottom plate of the microelectronic device
using a thermal paste. This interface has thickness ti, and its effective area for heat transfer
is Ai (= WiLi) [m2]. At most, Ai equals the effective area of the heat sink base, Ab (=
WhsLhs) [m

2], i.e., Ai  Ab. Regarding, thermophysical properties, pastes are commonly
presented in terms of thermal resistance times unit area, RiAi (= ti/ki) [K·m2/W]. The
system is made whole by the supply pipes, which have a length of Ltu [m] and an inner
diameter of Dtu [m] [34].

The operating conditions to model, and eventually, optimise the system in Figure 2.1,
based on reported works [121, 122], are defined as follows:

• Material, fluid and geometry conditions:
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– Heat sink and interface’s materials are macroscopically isotropic and excellent
thermal conductors.

– Roughness of the channels’ inner walls and its related phenomena are disre-
garded, such as rarefied gas dynamics for gaseous coolants.

– Heat sink base area is at least equal to the chip’s effective heat transfer area,
and the chip’s and interface’s areas must be equal.

– Working fluid’s mean free path is considered much less than the channels’ hy-
draulic diameter.

– Coolant’s average thermophysical properties are considered constant inside the
heat sink’s channels.

• Heat transfer and fluid motion conditions:

– Thermal power generated by the microelectronic device is completely transferred
to the coolant through the heat sink, via forced convection.

– Generated heat flux is considered uniform and steady.

– Heat transfer flux, from the chip’s effective surface, passes through the interface’s
body and enters straight to the heat sinks by its bottom plate.

– Thermal spread and contraction effects are considered since heat flows travel
from one body to another with different cross–section area.

– Changes in the kinetic and potential energies, heat transfer due to thermal
radiation, and power’s leakages to the surroundings are neglected.

– Coolant flow is assumed to be in a hydrodynamically completely developed
regime, such as laminar and turbulent. The transition regime is disregarded.

2.1.2 Mathematical models

EGM criterion consists of analysing processes in any engineering system by employing
classical thermodynamic concepts, such as: the mass flow conservation,
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the first law of thermodynamics,
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Ėj

1

A

out

=

✓

@E

@t

◆

sys

, (2.4)

and second law of thermodynamics,
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These expressions must be rewritten to describe the operating heat sink by applying the
described conditions. Hence, mass transfer balance from (2.3) yields

(⇢wfGwf )in = (⇢wfGwf )out = (⇢wfGwf )hs , (2.6)
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where the mass transfer rate (ṁ [kg/s]) is calculated with the average density (⇢wf [kg/m3])
and the volume flow rate (Gwf [m3/s]) of the working fluid. Subscript “hs” is used instead
“sys” to clarify that the analysed system is a heat sink. Subsequently, the energy balance
from (2.4) becomes

Q̇hs = (⇢wfGwf )hs∆h, (2.7)

since Q̇hs [W] is the heat transfer rate entering to the heat sink, and ∆h [J/kg] is the
coolant’s specific enthalpy change. Likewise, the entropy balance in (2.5) gives

Q̇hs

Ti
+ Ṡgen = (⇢wfGwf )hs∆s, (2.8)

with Ti [K] as the boundary’s temperature where the thermal power (Q̇hs) enters to the
system, i.e., the interface’s temperature, Ṡgen [W/K] as the entropy generation rate due
process’s irreversibilities, and ∆s [W/kg·K] as the working fluid’s entropy change.

Additionally, it is required the second Gibbs’s equation,

∆h = Ta∆s� 1

⇢wf
∆P, (2.9)

to correlate the three previous expressions. Therefore, a function for the heat sink’s entropy
generation rate is obtained by performing simple algebraic procedures, as shown,

Ṡgen =

✓

∆T

Ti

◆

Q̇hs

Ta
+

✓

Gwf

Ta

◆

∆P (2.10)

since ∆P [Pa] is the total pressure drop of the flowing coolant, Ta [K] is the surroundings’
temperature, and ∆T = Ti � Ta is the temperatures difference between interface and
ambient. The first and second right–hand side (RHS) terms of (2.10) are the entropy
generation rate due to the heat transfer and fluid flow, respectively. However, it is possible
to express the thermal irreversibilities in terms of the system’s geometry using the lumped
circuit model, i.e., by finding the equivalent thermal resistance to model the system (Req =
∆T/Q̇hs [K/W]). Thus, the entropy production in (2.10) is rewritten as,

Ṡgen =

 

Q̇2
hs

Ta

!

Req

Ti
+

✓

Gwf

Ta

◆

∆P. (2.11)

This expression, as a process performance quantification, is directly related to several
transport phenomena, but heat transfer and fluid flow are chiefly involved on microelec-
tronic cooling processes. Summarising, the first term of Ṡgen depends of the net thermal
power generated by the chip (Q̇hs [W]), of the equivalent thermal resistance of the heat sink
(Req [K/W]), and of the average chip (Ti [K]) and surrounding (Ta [K]) temperatures. Like-
wise, the second term includes the net volume flow rate of the working fluid (Gwf [m3/s]),
and the total pressure drop of the system (∆P [Pa]). Hence, to properly model a mi-
crochannel heat sink Req and ∆P must be determined via either modelling or measuring.
Other parameters such as Ta, Ti, Gwf and Q̇hs can be approached or measured from the
setup conditions. Nonetheless, approximations for Q̇hs usually are very variant in practical
applications. Therefore, it is assumed that Ta, Ti, Gwf and Q̇hs are known and, Req and
∆P are obtained from a conceptual modelling process for a rectangular microchannel heat
sink.
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The model for the equivalent thermal resistance is obtained by considering heat transfer
mechanisms for the heat flux throughout the system, as

Req = Ri +Rb +Rp +Rh +Rf , (2.12)

where Ri, Rb, Rp, Rh and Rf are thermal resistances due to conduction at the interface,
spreading in the base, constriction at the walls, convection at the inner walls of the channels,
and calorific capacity of the coolant, respectively. The equivalent thermal resistance in
(2.12) is rewritten in (2.13) based on models and concepts from reported works [106, 123].
RHS terms of (2.13) are ordered to match with the ones from (2.12).

Req =
ti

kiWiLi
+

1

khs
p
WiLi

✓

"⌧p
⇡
+

Φb

2
(1� ")1.5

◆

+
2(wp + wc)

⇡khsWhsLhs

· ln



csc

✓

⇡wp

2(wp + wc)

◆�

+
1

2h̄NcLhs(wc + ⌘pHc)
+

1

⇢wfGwfcwf
.

(2.13)

Hence, a more realistic model of the equivalent thermal resistance of microchannel heat
sink (Req [K/W]) is obtained via (2.13). This expression depends on thickness (ti [m]),
thermal conductivity (ki [W/m·K]) and effective area (WiLi [m2]) of the thermal paste;
thermal conductivity (khs [W/m·K]), effective area at the bottom (WhsLhs [m2]), number
of channels (Nc), length (Lhs [m]) of the heat sink; and average density (⇢wf [kg/m3]),
volume flow rate (Gwf [m3/s]) and average specific heat capacity (cwf [J/kg·K]) of the
working fluid. Additionally, some parameters are required, such as the dimensionless heat
source radius ("), the plate thickness (⌧), and the correlation (Φb). Furthermore, it is
important to know the average convective heat transfer coefficient (h̄ [W/m2·K]), which is
correlated with the Nusselt’s number (NuDh

),

h̄ = NuDh

kwf

Dh
, (2.14)

where Dh [m] is the hydraulic diameter and kwf is the thermal conductivity of the work-
ing fluid. Nusselt’s number is approached using (2.15) for a laminar and turbulent fluid
flow regime, in accordance to the considered operating conditions and by applying the
Reynolds’s number (ReDh

) as selection criterion [40, 116, 124]. Correlations for NuDh

depend on parameters such as Prandtl’s number (Pr), kinematic viscosity (⌫wf [m2/s])
and average bulk velocity (V̄wf [m/s]) of the coolant, as well as Darcy’s friction factor of
channels (fc).

NuDh
=

(

2.253 + 8.164(1 + ↵)�3/2, if ReDh
 2300,

(fc/2)(ReDh
�1000)Pr

1+12.7
p

fc/2(Pr2/3�1)
, if ReDh

> 2300.
(2.15)

Similarly, the factor fc depends of the hydrodynamic behaviour of the fluid flow. Hence,
empirical correlations for fc are given in (2.16), based on [125].

fc =

(

Re�1
Dh

�

C1.14
1 + C2

2

�0.5
, if ReDh

 2300,

(0.79 ln(ReDh
� 1.64))2 , if ReDh

> 2300.
(2.16)

C1 = 7.6953ReDh
Dh/Lhs, and C2 = 24.34� 39.28↵/(↵+ 1)2. (2.17)

Moreover, total pressure drop (∆P ) of the system, in the entropy production model
at (2.12), is determined as the sum of pressure drops due to the coolant flowing through
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the supply tubes, and through the heat sink’s channels. ∆P can be obtained using (2.18),
with ftu being the Darcy’s friction factor of supply ducts shown in (2.20) [125, 126].

∆P = ⇢wf

 

V̄ 2
wf

2
C3 + 16

✓

Gwf

⇡D2
tu

◆2

C4

!

, (2.18)

C3 = fcLhs/Dh + 1.79� 2.32C5 + 0.53C2
5 ,

C4 = ftuLtu/Dtu + 1.42� 1.21C2
6 + C4

6 ,

C5 = wc/(wc + wp), and C6 = ⇡D2
tu/(4WhsHc).

(2.19)

ftu =

✓

0.3716 + 4.0645
Dtu

Ltu

◆✓

⇡⌫wfDtu

4Gwf

◆C7

, (2.20)

C7 = 0.268 + 0.3193Dtu/Ltu. (2.21)

Finally, the entropy generation model describing the steady–state operating system in
(2.11) is completely defined with (2.12)–(2.21). Nevertheless, it is important to consider
approximations given by (2.22)–(2.25) to obtain the average thermophysical properties of
the working fluid, when it is a nanofluid (or a colloid) [107]. In these equations, � is the
nanoparticle volume concentration; and ⇢, k, ⌫, and c are the average density, thermal
conductivity, kinematic viscosity, and specific heat, respectively, of the working fluid (wf),
of nanoparticles (np) and of the base fluid (bf),

⇢wf = �⇢np + (1� �)⇢bf , (2.22)

kwf = kbf

✓

knp + 2kbf � 2⇢wf (kbf � knp)

knp + 2kbf + �(kbf � knp)

◆

, (2.23)

⌫wf = ⌫bf (1 + 2.5�), (2.24)

cwf = ⇢�1
wf (�⇢npcnp + (1� �)⇢bfcbf ) . (2.25)

2.1.3 Heat transfer problems

Thermal management solutions aim to control, directly or indirectly, the electronic pack-
ages’ temperature for avoiding any possible failure. This temperature depends of the heat
flux dissipated by the chip during its operation. In the case of using cooling systems based,
for example, in MCHS, either temperature or heat flux must be known to estimate the
other one. In much cases heat transfer power is hard and expensive to measure, thus
it is approximated through Joule’s law and thermodynamics’ first law. Hence, using an
approach, many designers and engineers can model and improve the behaviour of MCHS–
based electronic cooling systems, either by design or tune.

A steady–state heat transfer process of any thermal mechanism, as well as a microchan-
nel heat sink (MCHS) structure, can be effectively approached through its equivalent ther-
mal resistance (Req [W/K]), such as

Q̇hs =
∆T

Req
, (2.26)

since Q̇hs [W] is the net heat transfer rate entering to the system, and ∆T [K] is the
finite difference of temperatures between the system isothermal boundary (Ti [K]) and its
surroundings (Ta [K]) [122, 127, 128]. Q̇hs and Ta are measurable quantities, which allow
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engineers to make decisions or control their cooling system. Specifically, the rectangular
microchannel heat sink’s (RMCHS) performance is directly related with ∆T behaviour in
electronic thermal management applications, where the components must operate below
a threshold temperature to avoid any failure. Thus, the finite difference of temperatures
between the chip–heat sink interface (Ti [K]) and the ambient (Ta [K]) can be expressed
as,

∆T = Ti � Ta = Q̇hsReq, (2.27)

and Req is a lumped model, conformed by several heat transfer mechanisms in RMCHS,
corresponding to (2.13). Although, the simplest model for Req, in many practical applica-
tions, is used as

Req =
ti

kiWiLi
+

1

⇢wfGwfcwf
, (2.28)

since right hand terms of (2.28) correspond to resistances due convection inside channels
(Rh), and calorific capacitance of the working fluid (Rf ), respectively. These two thermal
mechanism cannot be disregarded, even in the most idealistic analysis. More details about
the thermal resistance model are given above (Section 2.1.2).

Once design specifications, thermophysical properties and correlations are defined (Sec-
tions 2.1.1 and 2.1.2), the temperature difference ∆T can be obtained by using (2.27) in
a heat sinking application. Thus, let x be a vector containing all required parameters to
obtain ∆T , ∆T (x) : RD ! R. There are infinite possible values for x, but their selection
depend on the practical application setup and engineer expertise. However, one can say
x is formed by two parameters’ vectors, x = (y; z), where y are the known parameters
from a practical specification set, e.g., size constraints, fluid flow pumping power and net
heat flux; and z are the parameters subject to the expert knowledge, whose values can en-
hance or jeopardise the system performance, e.g., geometry, kind of material, nanoparticle
concentration and volume flow rate. As an illustrative example, y and z could be:

y = (Whs, Li, Lhs, Hc, ⇢hs, ⇢wf , khs, kwf , cwf )
|,

z = (wc, wp,�, Gwf )
|.

Nevertheless, it is possible to reduce any uncertainty by finding, objectively, the best
configuration for variables in z, i.e., their optimal values z

⇤
. This configuration can be

reached through several conceptual schemes, such as an optimisation procedure

z
⇤
= argmin

z
{f(x)|x=(y;z)} (2.29)

since f(x) is the figure–of–merit or cost function, related with the system’s performance.
This function could be stated in different senses, say, e.g., the equivalent thermal resistance
Req(x) in (2.13), the total pressure drop ∆P (x) in (2.18), and the entropy production
Ṡgen(x) in (2.11). For further reads, few suggested documents are [39, 129, 130]. Notwith-
standing, a recurrent and powerful methodology for finding these parameters, based on the
thermodynamics’ second law, is the Entropy Generation Minimisation (EGM) criterion.
The RMCHS model according to the total entropy production (Ṡgen [W/K]), is obtained
in (2.11), but it is rewritten in function of z for a given y, such as

Ṡgen(z) =

" 

Q̇2
hs

Ta

!

Req(x)

Ti(x)
+

✓

Gwf

Ta

◆

∆P (x)

#

y

, (2.30)
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where Ta and Ti are correlated through (2.26).

Besides, there are situations where the thermal management systems are already built
but, evidently, its performance needs improvements. For that, the estimation of unknown
quantities, in an implemented real system, is required. This problem, also known as Inverse
Heat Transfer Problem (IHTP), have been widely studied in the literature [131–139]. They
uses measurements from an experimental setup implementing the traditional Least Squared
Error (LSE) criterion, which consists on minimising "(z) [140], such as

min
z

{"(z)} = min
z

�

�

�

�

�

�
Tm � T (x)|y

�

�

�

�

�

�

2

2
, (2.31)

since Tm [K] are the measurements of temperatures, and T (x) [K] are values calculated for
the same temperature using a known functional form (or model), a set of known parameters
y, and a set of candidate values for the unknown parameters z, with x = (y; z). || · ||22 is
the ordinary Euclidian 2–norm.

Finally, all the above mentioned about the electronic thermal management scenarios,
based on a microchannel heat sink, is summarised in three following heat transfer problems,
i.e., design, direct, and inverse problems.

Design heat transfer problem

In a given practical scenario for an electronic thermal management implementation, a
design problem is stated looking for enhancing the system’s performance. In this work,
the metric of goodness is the entropy production rate (Ṡgen from (2.30)), as it was defined
above, which requires specifications (y), design variables (z) and constraints (zl and zu).
Hence, the conceptual design of a rectangular microchannel heat sink is given as shown,

z
⇤
=argmin

z
{Ṡgen(x)|y},

s.t. zl � z � zu.
(2.32)

since x = (y; z) is the vector of all parameters required for evaluate the objective function.

Direct heat transfer problem

The direct heat transfer problem (DHTP) is laid out with the objective of calculating the
temperature in chip’s surface, for a specific heat sinking process. It is assumed a uniform
and homogeneous heat power dissipation, and other known parameters and constrictions
given by x = (y; z), which are evaluated in the mathematical model from (2.27), as follows,

Ti(x) = Ta + Q̇hsReq(x). (2.33)

Parameters of x = (y; z) are obtained from a designing process for a given specifications
and constraints, or simply they are defined by an expert.

Inverse heat transfer problem

In contrast, the inverse heat transfer problem (IHTP) is laid out with the objective of
estimating some parameter values of x, which are unrelated to the design specifications y,
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say, z as a part of x = (y; z). In a practical microchannel heat sinking scenario, where at
least one temperature is measurable, it can be achieved by solving

z
⇤
=argmin

z
{"(x)|y},

s.t. zl � z � zu,
(2.34)

since y and z are sets of known and unknown parameters, respectively, where x = (y; z)
is the vector of all parameters from the direct problem formulation. The set of values of
z for the experimental setup can be obtained from a conceptual design, or from previous
knowledge of the direct problem solution.

Summary

The main objective of an electronic thermal management problem is to avoid higher tem-
peratures than temperatures’ threshold. Once an electronic component has been chosen, its
operative heat dissipation can be approached using data from the manufacturer; however,
that approach can be refined with practical data. Thus, assuming the electronic’s heat
power is accurate enough, a cooling system can be implemented for measure and control
temperatures at component’s surface, by solving an associated direct heat transfer problem
(DHTP). To solve a DHTP, a model for the cooling system is required. It is common that
these cooling systems are designed for generic implementations, e.g., the plate–fin heat
sinks, but sometimes it is required designed systems for very specific applications. Hence,
other heat transfer problem must be tackled, i.e., the design heat transfer problem. In the
literature exists numerous objective functions to state a design problem, but one of the
most complete, in sense of thermodynamics, is the entropy generation minimisation crite-
rion, which incorporates models of thermal resistance and pressure drop as irreversibilities
due to heat transfer and fluid flow, respectively. Finally, when one requires knowing some
quantities, which are difficult to measure directly, for the tune or enhance an implemented
system’s performance, it is required to deal with an inverse heat transfer problem (IHTP).
Therefore, Figure 2.2 summarises all mentioned in this subsection.

(a) Direct Problem. (b) Inverse Problem.

Figure 2.2. Heat transfer problems related to the electronic thermal management
based on microchannel heat sinks.
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2.2 Modern optimisation methods

In this section, some important concepts are presented. At first, three general definitions
are displayed, subsequently, the optimization algorithms are defined.

Definition 1. Let Xn = {xn1 , x
n
2 , . . . , x

n
M} be a finite set of candidate solutions for any

optimisation problem in R
D, with an objective function given by f : R

D ! R. D is
the dimensionality of the problem, and M is the number of candidate solutions. Thus,
xnm = (xnm,1, x

n
m,2, . . . , x

n
m,D)

| denotes the m–th candidate in R
D at the time n of an iterative

procedure, with a maximum number of iterations N .

Definition 2. Let xn
⇤
2 Xn be the best solution found at the n-th iteration, i.e., xn

⇤
=

argmin
�

{f(Xn)} [ f(xn�1
⇤

)
�

with {f(Xn)} = {f(xn1 ), f(x
n
2 ), . . . , f(x

n
M )}.

Definition 3. Let Xn+1 represent the finite set of new candidate solutions. Each new can-
didate xn+1

m is obtained through an iterative procedure, namely, an optimisation algorithm.

2.2.1 Unified Particle Swarm Optimisation

Unified Particle Swarm Optimisation (UPSO) was proposed by Parsopoulos and Vrahatis
in 2004 [141], and consists in a modification of the Particle Swarm Optimisation (PSO)
algorithm [142]. This method is a swarm intelligence based technique widely used in
engineering design applications [143–145]. The most important feature of UPSO is that its
particles can be organised in neighbourhoods to enhance its exploration and exploitation
features. All particles in the swarm have two basic components: position (xnm 2 Xn)
and velocity (vnm 2 Vn). Before detail these components, it is needed to introduce three
important definitions:

Definition 4. Let Qn
m ✓ Xn be the neighbourhood of the m–th candidate solution at the

time n, xnm, with a given topology, e.g., Qn
m = {xnm�1, x

n
m, xnm+1}.

Definition 5. Let xnm,l⇤ 2 Qn
m be the best candidate solution in the neighbourhood Qn

m,

i.e., xnm,l⇤ = argmin
⇣

{f(Qn
m)} [ f(xn�1

m,l⇤)
⌘

.

Definition 6. Let xnm,⇤ be the best solution which the m–th particle has found till the time
n, i.e., xnm,⇤ = argmin

�

f(xnm,⇤), f(x
n�1
m,⇤ )

�

.

Then, the new position for each particle, xn+1
m , is obtained with,

xn+1
m = xnm + vn+1

m , (2.35)

since the total velocity (vn+1
m ) calculated as a weighted sum between the global velocity

(Gn+1
m ) and the local velocity (Ln+1

m ), such as

vn+1
m = (1� u)� Ln+1

m + u�Gn+1
m . (2.36)

where u 2 [0, 1] is the unification factor that balances the global and local displacement
contributions. These velocity components are obtained as is shown,

Gn+1
m = �

⇥

vnm + �1r1 � (xnm,⇤ � xnm) + �2r2 � (xn
⇤
� xnm)

⇤

, (2.37)
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Ln+1
m = �

⇥

vnm + �1r3 � (xnm,⇤ � xnm) + �2r4 � (xnm,l⇤ � xnm)
⇤

, (2.38)

since � 2 (0, 1] is the constriction factor, vnm and xnm are the current velocity and position
for the m-th particle; �1 and �2 are the self and swarm confidence coefficients, respectively;
r1, r2, r3 and r4 are vectors of i.i.d. random variables with U(0, 1); and xnm,⇤, x

n
m,l⇤ and xn

⇤

are the best position found by each particle (Definition 6), by each neighbourhood (Defi-
nition 5) and by the entire swarm (Definition 2), respectively. Furthermore, a summarised
description of the UPSO process is presented in Pseudocode 1.

Pseudocode 1. Unified Particle Swarm Optimisation (UPSO).

Input: f : RD ! R, M > 2, {u,�} 2 (0, 1), �1 + �2 > 4, N � 1, topology for Q, and
other stopping criteria

Output: xn
⇤

1: Initialise X0 and V0, find x0
⇤
using Definition 2, and make n 0.

2: repeat
3: Find xn

⇤
using Definition 2.

4: Find xnm,l⇤ using Definition 5.
5: Find xnm,⇤ using Definition 6.
6: Determine Xn+1 with (2.35), and make n n+ 1. . Swarm Dynamic
7: until (n < N) & (any stopping criterion is not reached)

2.2.2 Cuckoo Search

Cuckoo Search (CS) was proposed by Yang and Deb in 2009 as a methodology to exploit
some features from metaheuristics, such as swarm intelligence and random walk through
Lévy flight [146]. CS mimics brood parasitism behaviour of certain cuckoo species, which
hide their eggs inside alien nests. At the first step, a limited number of nests are randomly
chosen (Xn). Thereafter, only the best nest (with the luckiest egg or the best actual
solution) shall prevail for the next generation, xn+1

⇤
. Whilst the nests with poorer solutions

(xnm) are replaced with new eggs (xn+1
m ) using a Lévy flights, as

xn+1
m = xnm + ⇣⌫ � (xnm � xn

⇤
), (2.39)

where ⇣ > 0 is the spatial step size; xnm is the m-th solution at generation n with D
components, since D is defined as the dimension of search space; ⌫ is a vector of i.i.d.
random numbers obtained from Mantegna’s algorithm using the symmetric Lévy stable
distribution [147]; and � is the Hadamard–Schur’s product.

Moreover, some cuckoo eggs may be in trouble because they are discovered by the host
bird, who shall destroy the intruder’s egg, then cuckoos have to find other available nests
to hide their new eggs. That event shall happen with a probability of pa 2 U(0, 1) for a set
number of nests, and new solutions are calculated using,

xn+1
m = xnm + u� µ(u� pa1)� (xnj � xnk) (2.40)

where u is a vector of i.i.d. random variables with U(0, 1); µ(·) is the multidimensional
form of Heaviside function [147]; xnj and xmk are two different solutions randomly chosen,
j 6= k; and 1 is a dummy vector of elements equal to one.

The procedure of CS is presented in Pseudocode 2.
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Pseudocode 2. Cuckoo Search (CS).

Input: f : RD ! R, M > 2, pa 2 (0, 1), ⇣ > 0, N � 1, and other stopping criteria
Output: xn

⇤

1: Initialise X0, find x0
⇤
using Definition 2, and make n 0.

2: repeat
3: Determine Xn+1) with (2.39) and Definition 3. . Lévy flight
4: Update Xn+1) with (2.40) and Definition 3. . Eggs’ discovery
5: Find x0

⇤
using Definition 2, and make n n+ 1.

6: until (n < N) & (any stopping criterion is not reached)

2.2.3 Deterministic Spiral Optimisation Algorithm

Deterministic Spiral Optimisation Algorithm (DSOA) is a direct–solving metaheuristic
procedure based on the logarithmic spiral dynamic [148, 149]. It is also known as Spiral
Optimisation Algorithm (SOA) or just Spiral Optimisation (SPO or SO), according to
[118, 150, 151]. The basic idea of this numerical process consists on rotating a set of points
around a reference centre point, following a trajectory given by the logarithmic spiral. This
reference is iteratively updated using a fitness criterion, i.e., a location (xn

⇤
) given by an ob-

jective function f(x), x 2 R
D (cf. Definition 2). Spiral dynamics have shown to strengthen

diversification and intensification strategies, both common in metaheuristic methods [150].
The above mentioned idea is mathematically formulated by using Definitions 1 to 3, such
as,

xn+1
m = rRD(✓)x

n
m � (rRD(✓)� ID)x

n
⇤
, (2.41)

where ID 2 R
D⇥D is the identity matrix and, r 2 (0, 1) and ✓ 2 (0, 2⇡) are the control

parameters of spiral dynamics, which represent the convergence rate and the rotation angle,
between a m–th point (xnm) and the centre point (xn

⇤
), respectively. Likewise, RD(✓) 2

R
D⇥D is the rotation matrix defined by the product of all possible combinations of 2D

rotation matrices, R(✓) = eθLk 2 RD⇥D in accordance with the Euler–Rodrigues’s rotation
formula [152], as shown

RD(✓) =
K
Y

k=1

eθLk , and Lk = û⌦ v̂ � v̂ ⌦ û, (2.42)

since the k–th plane, k 2 {1, 2, . . . ,K}, is formed by a vector pair {û, v̂} from the canonical
basis of RD, {û, v̂} 2 {ê1, ê2, . . . , êD}, and ⌦ is the outer product or the tensor product for
two vectors. Lk is called the skew–symmetric matrix generator and K = D(D � 1)/2 is
the planes combination’s number in D.

Subsequently, DSOA is summarised in Pseudocode 3.

2.2.4 Stochastic Spiral Optimisation Algorithm

Stochastic Spiral Optimisation Algorithm (SSOA) is a modification of DSOA proposed by
Cruz–Duarte et al. in 2017 [153], which aims at tackling the major known drawbacks of the
original strategy, i.e. its slow convergence. For that reason, some random disturbances are
included in the spiral dynamics of each searching point or agent, alike the natural shaking
behaviour of dust particles moving through the wind. This idea is formalised by restating
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Pseudocode 3. Deterministic Spiral Optimisation Algorithm (DSOA).

Input: f : RD ! R, M > 2, ✓ 2 (0, 2⇡), r 2 (0, 1), N � 1, and other stopping criteria
Output: xn

⇤

1: Determine RD(✓) using (2.42).
2: Initialise X0, find x0

⇤
using Definition 2, and make n 0.

3: repeat
4: Update Xn+1 with (2.41). . Deterministic Spiral Dynamic
5: Find xn+1

⇤
using Definition 2, and make n n+ 1.

6: until (n < N) & (any stopping criterion is not reached)

the DSOA kernel equation in (2.41) such as,

xn+1
m = r̃RD(✓)x

n
m � �x(n)� (r̃RD(✓)� ID)x

n
⇤
, (2.43)

where r̃ is the stochastic convergence rate, defined as a uniformly distributed random value
between rl and ru, i.e., r̃ ⇠ U(rl, ru); �x(n) 2 R

D is the radius scale vector that depends
of the current step (n), and other additional metrics (previously defined); and � is the
Hadamard–Schur’s product. Other parameters remain unchanged and follow definitions
above. In this work, for the sake of simplicity, parameters r̃ and �x(n) can be chosen as,

r̃ ⇠ U(rl, 1.0), (2.44)

�x(n) = u, (2.45)

since 0 < rl < 1.0 is the lower limit of r̃, and u 2 R
D is a vector of i.i.d. random variables

with U(0.0, 1.0).
As with DSOA, the basic scheme of SSOA is presented in Pseudocode 4.

Pseudocode 4. Stochastic Spiral Optimisation Algorithm (SSOA).

Input: f : RD ! R, M > 2, ✓ 2 (0, 2⇡), rl 2 (0, 1), N � 1, and other stopping criteria
Output: xn

⇤

1: Determine RD(✓) using (2.42)
2: Initialise X0, find x0

⇤
using Definition 2, and n 0

3: repeat
4: Update Xn+1 with (2.43) . Stochastic Spiral Dynamic
5: Find xn+1

⇤
using Definition 2, and n n+ 1

6: until (n < N) & (any stopping criterion is not reached)
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2.3 Methodology

In this work, multiple scenarios of design were studied through the entropy generation
minimisation (EGM) criterion, and powered by three non-conventional optimisation meth-
ods: Particle Swarm Optimisation (UPSO), Deterministic Spiral Optimisation Algorithm
(DSOA) and Cuckoo Search (CS). This aim requires, however, a procedure integrated by
two sequential phases or stages, i.e., preparation and execution. Moreover, the statistical
data presented in this document were calculated for one hundred of runs per optimisation
process.

Preparation consisted on implementing the selected optimisation methods, using a nu-
merical computing platform on an ASUSr laptop, S46C model, with an Intelr CoreTM i7–
3537U CPU @ 2.00–2.50 GHz, 6 GB RAM and Microsoftr WindowsTM10 – 64 bit. The
convergence criterion was considered as a maximum number of iterations without improv-
ing the solution (also known as stagnation); in this case, it is assumed a stagnation state
at the thousandth step. This non–improving flag is raised when the following condition is
reached,

(f(xn
⇤
)� hf(X⇤)i)2  hf(X⇤)

2i � hf(X⇤)i2, (2.46)

where f(xn
⇤
) is the fitness value at last iteration n, hf(X⇤)i is the historical average value

and hf(X⇤)
2i is the historical mean squared value, since f(X⇤) = {f(x1

⇤
), f(x2

⇤
), . . . , f(xn

⇤
)}

is the set of found fitness values. In other words, the stagnation condition is met whenever
the current fitness value falls within one standard deviation of historical fitness values.

Control parameters of the optimisation techniques were tuned via a parametric study
performed with 17 benchmark functions from [154], using a tolerance error of 1 ⇥ 10�6

as the stop criterion. Several populations (i.e., number of agents, particles or nests) were
considered for all methods. Data showed that some strategies performed better with 25
agents, whilst others required 100. Thus, N was set to 100 for all of them, striving to use
the same conditions for all cases.

The second stage consisted on defining and implementing the design problem using the
objective function Ṡgen found in (2.11), and by setting ↵, � and Gwf as design variables.
Constraints of the design variables were selected based on previous works and manufactur-
ing limitations [39, 51, 155, 156]. Applying the entropy generation minimisation criterion,
the current problem can be stated as:

min
α,β,Gwf

Ṡgen(↵,�, Gwf ) =
Q̇2

d

Ta

Req(↵,�, Gwf )

Ti(↵,�, Gwf )
+

Gwf

Ta
∆P (↵,�, Gwf ),

subject to 0.001  ↵  0.1, 2  �  10,

1⇥ 10�5  Gd  1⇥ 10�2 m3/s.

(2.47)

Moreover, this stage consisted in four illustrative cases varying their designing scenarios
for rectangular microchannel heat sinks, employing the specifications given by Table 2.1
and the thermophysical properties in Table 2.2. Initially, the volumetric flow rate Gwf

was selected as a design specification. Later on, it was incorporated as a design variable.
Three first cases dealt with a designing problem in accordance with the EGM criterion,
but the fourth case studied the inverse heat transfer problem, cf. Section 2.1.3. Each case
is described as follow:

Case 1. The RMCHS is assumed made of aluminium is considered with air and ammo-
nia gas (NH3) as feasible working fluids. In this case, DSOA was implemented as optimiser.
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Case 2. The device is defined made of High Thermal Conductive Graphite (HTCG)
with air, ammonia gas (NH3) and the nanofluid H2O-TiO2 as working fluids were studied.
The average thermophysical properties for the nanofluid were determined via (2.22) to
(2.25), for different values of nanoparticle volume concentration (�), [157]. In this part, all
three optimisation algorithms were considered, i.e., UPSO, CS, and DSOA.

Case 3. The RMCHS made of HTCG was specified and two different nanoparticles
in water-based colloidal fluids were considered as coolants: aluminium (Al) and titanium
dioxide (TiO2), i.e., H2O-Al and H2O-TiO2. For this case, CS was employed.

Case 4. Two materials were assumed for the RMCHS, i.e., silicon (Si) and HTCG, and
two working fluids studied in the Case 1, i.e., air and NH3, were explored. CS was also
utilised but, in this case, an inverse heat transfer problem was analysed.

Table 2.1: Values used for the parameters of the heat sink.

Parameter Value Unit

Ld, Li 51 mm
Wd,Wi 51 mm
Hc 1.7 mm
tb 0.1 mm
R0

i 27⇥ 10�3 m2·K/W
q̇ 150⇥ 103 W/m2

Table 2.2: Thermophysical properties of the heat sink materials and working fluids.

Material/Fluid
⇢ k c ⌫

[kg/m3] [W/m·K] [J/kg·K] [m2/s]

Silicon (Si) 2330 148 703 -
Aluminum (Al) 2707 237 910 -
High Thermal Conductive Graphite
(HTCG)

1000 1900 742 -

Titanium dioxide (TiO2) 4157 8.4 710 -

Air 1.1614 0.0261 1007 1.58⇥10�5

Ammonia gas (NH3) 0.7 0.0270 2158 1.47⇥10�5

Water (H2O) 994.2 0.6250 4178 7.29⇥10�7
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2.4 Results and discussion

2.4.1 Preparation of the optimisation algorithms

Table 2.3 presents the selected control parameters (minus population size), as well as the
values considered throughout the preliminary testing phase. Candidate values were chosen
based on literature reports. Table 2.4 displays, as an illustrative example, the statistical
results of all methods solving five benchmark functions with the selected parameters. Fur-
thermore, an analysis of sensitivity was performed for all the implemented algorithms but,
for the brevity’s sake, few illustrative data are presented in Table 2.5. Data relate to the
Cuckoo Search strategy optimising the Beale function and considering a 10% perturba-
tion for pa and ⇣. An inconclusive correlation was noticed between changes of the control
parameter values and performing the optimisation method.

Table 2.3: Parameters considered as candidates, and selected for the studied opti-
misation algorithms. For all cases, N = 100.

Method Parameter Considered values Selected value

UPSO

�1 2.0, 2.5 and 3.0 2.0
�2 2.0, 2.5 and 3.0 2.5
� 0.6, 0.7 and 0.8 0.6
u 0.2, 0.5 and 0.8 0.5

DSOA
r 0.90, 0.95 and 0.99 0.99
✓ ⇡/8, ⇡/4 and ⇡/2 ⇡/8

CS
pa 0.25, 0.50 and 0.75 0.5
⇣ 0.50, 0.75 and 1.00 1.0

2.4.2 Case 1: Al-based RMCHS with air and NH3

Figure 2.3a shows the minimal entropy generation rate (Ṡgen,min = Ṡgen(z⇤) [W/K]), re-
lated to aluminium heat sinks with two different working fluids and for several volumetric
flow rates (Gwf [m3/s]). It is evident that heat sinks using environmentally friendly am-
monia (NH3) perform better than those using air. In fact, for all the studied values of
Gwf , they generated an average of 21± 6 % less entropy. Even so, Figure 2.3a also shows
that in both cases the minimum entropy is generated for values of Gwf between 0.0040
and 0.0045 m3/s. This is coherent with the inverse dependency of the optimal equivalent
thermal resistance (R⇤

eq [K/W]) and the optimal total pumping power (Φ⇤ [W]), in terms
of Gwf (Figure 2.3b). Using air instead of ammonia as working fluid affects the MCHS
performance in, mainly, two ways. The first one is evident from Figure 2.3b, observing an
increase in R⇤

eq and Φ
⇤ (15 ± 2% and 34 ± 7 %, respectively). These results share a strong

link with the thermophysical properties of the working fluid and of the bulk material, as
well as with the geometry of the channel array. The second one refers to the latter, and
we found that the optimal design requires wider channels (at most 20 % on average) and
slightly thinner walls (at most 9 % on average). Hence, it is easy to notice the strong
influence that the working fluid has in this process.

Figure 2.4 shows the relative contribution of each thermal resistance considered during
this study. The ones that provide most of the resistance relate to the interface (Ri), to
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Table 2.4: An illustrative example of benchmark functions solved by the optimisa-
tion techniques with found values of control parameters.

Function Method
fobj(x⇤) ⇥10�9 Steps Time [s]
Avg. ± St. Dev. Avg. ± St. Dev. Avg. ± St. Dev.

Beale
UPSO 405.91±241.62 32±9 0.43±0.14
DSOA 394.75±298.04 481±75 1.41±0.23
CS 306.69±222.72 37±28 0.32±0.21

Bukin 2
UPSO 370.82±254.43 33±7 0.40±0.11
DSOA 420.22±315.99 478±73 4.26±0.66
CS 347.53±294.30 75±63 0.54±0.42

Cube
UPSO 429.96±301.14 333±79 0.91±0.22
DSOA 396.53±281.79 596±79 6.66±0.88
CS 535.84±279.39 692±81 4.93±4.82

Rosenbrock
UPSO 379.09±260.22 186±32 2.41±0.75
DSOA 443.73±302.72 752±73 2.04±0.30
CS 553.63±294.07 677±48 3.02±0.42

Wayburn Seader 1
UPSO 413.00±258.38 44±7 0.44±0.07
DSOA 428.88±275.11 140±14 1.58±0.16
CS 421.89±274.02 204±32 0.45±0.39

Table 2.5: An illustrative example of the sensitivity analysis performed for Beale
function with CS using pa and ⇣ of 0.5 ± 10 % and 1.0 ± 10 %, respectively.

pa ⇣
fobj(x⇤) ⇥10�9 Steps Time [s]
Avg. ± St. Dev. Avg. ± St. Dev. Avg. ± St. Dev.

0.50
0.90 370.86±295.50 33±16 0.52±0.41
1.00 306.69±222.72 37±28 0.32±0.21
1.10 299.91±290.87 34±45 0.25±0.71

0.45
1.00

514.03±263.54 44±21 0.50±0.81
0.50 306.69±222.72 37±28 0.32±0.21
0.55 411.56±311.12 28±52 0.94±0.46

convection (Rh), and to the fluid (Rf ). The first one, i.e., Ri, is tightly linked to the
material used at the interface between the chip and the heat sink. For our study, we
assumed a thermal paste with ti/ki = 27 ⇥ 10�3 m2·K/W. Nonetheless, this resistance
can be easily dealt with by using another material with better thermal conductivity. The
working fluid, however, provides most of the thermal resistance (52 ± 16 %). The resistance
due to heat transfer by convection represents in average 12 ± 6 % of the total equivalent
thermal resistance.

As a final approach, the optimisation problem in (2.47) was solved for ↵ (= 2wc/Hc),
� (= wc/wp) and Gwf as design variables. The resulting data is summarised in Table 2.6,
where aluminium heat sinks with air and environmentally friendly ammonia as a work-
ing fluids, are presented. Using ammonia decreases the minimal entropy generation rate
in about 17 %. Consequently, the equivalent thermal resistance and the pumping power
decrease in about 18 % and 25 %, respectively. This represents an average surface temper-
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(a) Ṡgen,min vs. Gwf (b) R∗

eq and Φ
∗ vs. Gwf

Figure 2.3. (a) Minimal entropy generation rate, and (b) optimal equivalent thermal
resistance and total pumping power, for some volume flow rate values, as a design
specification, using air and NH3 as working fluids in an aluminium RMCHS.

Figure 2.4. Relative distribution of the equivalent thermal resistance (Avg. ±
St. Dev.) per component, using air and NH3 as working fluids in an aluminium
RMCHS.

ature on the chip 7 K lower, and an average pumping power 0.78 W smaller. In spite of
these benefits, it is worth mentioning that the ammonia heat sink requires 20 additional
channels.

2.4.3 Case 2: HTCG-based RMCHS with air, NH3 and H2O-TiO2

In spite of the vast amount of data available and for the sake of brevity, it is presented just
the one related to the Cuckoo Search algorithm, because data slightly differ throughout
the algorithms used in this case of study. Figure 2.5 shows the tendency of the minimal
entropy generation rate (Ṡgen,min) as a function of the volume flow rate (Gwf ); the latter
was considered as a design specification. Several working fluids were used, such as air,
NH3 and H2O-TiO2 with different nanoparticles concentrations. The designs achieved for
air and ammonia gas have a similar behaviour in terms of Ṡgen,min, and both present a
lower value whenever Gwf is about 4.5⇥10�3 m3/s. However, at same value of volume flow
rate, Ṡgen,min is higher when a nanofluid is used as working fluid. This effect is due, in
large portion, to the big difference between the densities of the nanofluid (⇡ 994 kg/m3)
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Table 2.6: Optimal designs for a rectangular microchannel heat sink (RMCHS) with
aluminium as bulk material and, air and ammonia gas (NH3) as working fluids.

Parameter Air NH3 Unit

Entropy generation rate (Ṡgen,min) 0.0627 0.0519 W/K
Equivalent thermal resistance (R⇤

eq) 0.3450 0.2846 K/W

Total pumping power (Φ⇤) 3.10 2.32 W
Average film coefficient (h̄⇤) 457.80 553.81 W/m2 K
Reynolds number (Re⇤Dh

) 178 175 -

Number of channels (N⇤

c ) 118 138 -
Channel’s width (2w⇤

c ) 296.34 253.49 µm
Wall’s width (2w⇤

p) 127.99 109.25 µm

Volume flow rate (G⇤

wf ) 4.21 4.48 m3/s

and the non-colloidal fluids (⇡ 1 kg/m3); that conclusion is based on the information
available on Table 2.1. Heat sinks with nanofluids have minimal entropy generation rate
at about 9.0⇥10�5 m3/s. For values of Gwf greater than 1.0⇥ 10�3 m3/s, we noticed that
the nanoparticle volume concentration has a special effect over the total minimal entropy
generation rate. We found that the Ṡgen,min increase is due to the fluid flow irreversibility,
and it is analysed below. Nevertheless, designs considering nanofluids have lower Ṡgen,min

than the ones with air and NH3 (considered as traditional working fluids), for values of
Gwf  1.0⇥ 10�3 m3/s. Therefore, for these Gwf values, we found that colloids represent
a good alternative for lower volume flow rates.

Figure 2.5. Minimal entropy generation rate, Ṡgen,min, for several values of vol-
ume flow rate (Gwf ) and different working fluids, as design specifications of the
HTCG-based RMCHS. Air, NH3 and H2O-TiO2 (� = 0.01, . . . 0.9 wt/wt%) were
considered.

Figure 2.6 shows a measure of the irreversibilities present on heat sinks for several val-
ues of Gwf and different nanoparticle volume fractions at the working fluid. Figure 2.6a
presents the optimal equivalent thermal resistance (R⇤

eq) as a function of the volume flow
rate (Gwf ). This parameter is directly related to the irreversibility derived from heat trans-
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fer of the heat sink. For all considered volume fractions, these irreversibilities exhibit a
parabolic behaviour in the interval given by 1 ⇥ 10�5  Gwf  3.5 ⇥ 10�3 m3/s, with a
minimal value at Gwf ⇡ 2⇥10�4 m3/s. However, a slight difference amongst the � values is
observed. Although, R⇤

eq presents a steady value starting at 3.5⇥10�3 m3/s due to the spec-
ified design constraints, i.e., ↵ and/or � are equal to their established upper limits (max-
imum feasible values). Within the same region, the lowest thermal resistance is achieved
with the highest considered value of nanoparticle concentration, i.e., � = 0.9 wt/wt%.
Nonetheless, the minimal equivalent thermal resistance value (Req,min = 113.531 ⇥ 10�3

K/W) was obtained with 0.01 wt/wt% of H2O-TiO2 as working fluid. Afterwards, Fig-
ure 2.6b shows the tendency of the optimal total pressure drop (∆P ⇤) as a function of the
volume flow rate. This feature is narrowly related with the total flow pump power (Φ) and,
indeed, with the irreversibility by fluid flow. In this case, the lowest value of ∆P ⇤ was 519
Pa, reached with a nanoparticle concentration of 0.01 wt/wt% and Gwf = 5⇥ 10�5 m3/s.
Furthermore, we noticed that the lowest values of ∆P ⇤ for each considered value of �,
lay in the interval 4 ⇥ 10�5  Gwf  5 ⇥ 10�5 m3/s. Moreover, the increase of ∆P ⇤ is
proportional to the nanoparticle concentration and to the volume flow rate. The former
feature is mainly due to the higher viscosity of the nanofluid when compared to the base
fluid used (i.e., water) [55, 113]. Additionally, we noticed that the highest pressure drop
required by a design using a traditional working fluid (3.088 kPa)—air at 0.01 m3/s—, is
at least required in designs with nanofluids using a volume flow rate of 3⇥ 10�4 m3/s. In
other words, we shall need 1 W of pumping power to maintain the flowing of nanofluid at
3⇥ 10�4 m3/s; but the same amount of power could be used with a flow of gaseous fluid,
like air or ammonia gas, passing inside the microchannels with 3⇥ 10�3 m3/s.

(a) R∗

eq vs. Gwf (b) ∆P ∗ vs. Gwf

Figure 2.6. Optimal (a) equivalent thermal resistance, and (b) total pressure
drop within channel, for several values of volume flow rate and different work-
ing fluids, as design specifications of the HTCG-based RMCHS. H2O-TiO2 with
� = 0.01, . . . , 0.9 wt/wt% were considered.

Figure 2.7 presents the incremental tendency of the optimal channel (↵⇤) and wall
(�⇤) aspect ratios as functions of the volume flow rate (Gwf ). As a first look, for designs
with colloids, both ↵⇤ and �⇤ values have a greater slope with Gwf � 1.0 ⇥ 10�4 m3/s,
than the designs using traditional working fluids. It is useful to note that the upper
constraints of ↵ and � are reached with Gwf values greater than 3.0 and 1.5 ⇥10�3 m3/s,
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respectively. This event, shown in Figure 2.7, relates to the steady R⇤

eq value achieved with
Gwf � 3.5 ⇥ 10�3 m3/s (Figure 2.7a). It is perceived that the influence of microchannels
geometry over the equivalent thermal resistance is higher than the volume flow rate. These
values correspond to best solutions found at the boundary of the feasible region of the
optimisation problem defined in (2.47). Moreover, it was observed that microchannels
widen for increased volume flow rates, where Hc is a given design specification, and allow
obtaining an optimal design (Figure 2.7a). Simultaneously, width of walls or inter-channel
spacing tend to be thinner due to the increment of Gwf (Figure 2.7b). The aforementioned
behaviour means that for a greater flow, the microchannel heat sink has to be composed
by wider channels and thinner walls as to guarantee a minimal entropy generation rate.
In case of gaseous working fluids, like air and ammonia gas, all designs obtained required
optimal channel (2w⇤

c ) and wall (2w⇤

p) widths lower than 36.4 µm and 5.5 µm, respectively.

(a) α∗ vs. Gwf (b) β∗ vs. Gwf

Figure 2.7. Optimal (a) channel aspect ratio and (b) wall aspect ratio, for several
values of volume flow rate and different working fluids, as design specifications of the
HTCG-based RMCHS. H2O-TiO2 with � = 0.01, . . . , 0.9 wt/wt% were considered.

Furthermore, we solved the optimisation problem considering a different scenario with
Gwf as an additional design variable. Table 2.7 shows optimal designs of a rectangular
microchannel heat sink with H2O-TiO2 as a working fluid, several nanoparticle volume
concentrations (�), and when using UPSO, DSOA, and CS. As a first observation, we
found that concentration of nanoparticles is directly related to the minimal entropy gener-
ation rate in the heat sink. The lower values of Ṡgen were achieved by using UPSO. This
behaviour is due to the rising of viscosity in the working fluid, which flows through the
rectangular microchannels. Also, this increases the pressure drop, so a higher pumping
power is required to maintain the fluid motion, [54]. Further, volume fraction of nanopar-
ticles enhances the optimal equivalent thermal resistance according to the EGM criterion.
Nevertheless R⇤

eq is close to its minimal value if the cost function is only Req. However, we
can associate each design to the solution of a multi-objective problem given by two cost
functions, i.e., Req and ∆P . In some cases, researchers prefer to employ a higher pump-
ing power (maxΦ = maxGwf∆P ) to minimise the equivalent thermal resistance of the
rectangular microchannel heat sink [39, 113]. It is noticed that the average and standard
deviation of steps used by UPSO is about twice the ones required by the others meth-
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ods. Oppositely, Cuckoo Search algorithm spent the lowest average of iterations to reach a
well-approached design. This method performed the optimisation process about two and
four times faster than the unified particle swarm and the spiral techniques, respectively.
Therefore, CS is a considerably appropriate alternative method for solving thermal design
problems, in this case focused to cooling electronic devices. This claim is supported by
previous results like [39, 116, 156].

Table 2.7: Optimal design of the HTCG rectangular microchannel heat sink, using
H2O-TiO2 with � = 0.01, . . . , 0.9 wt/wt% as working fluid, via three optimisation
techniques such as Unified Particle Swarm Optimisation (UPSO), Deterministic
Spiral Optimisation Algorithm (DSOA), and Cuckoo Search (CS) algorithm. Values
in bold correspond to the best designs achieved.

� Time Steps Ṡgen,min R⇤

eq ∆P ⇤ ↵⇤ �⇤ G⇤

wf

[wt/wt%] [s] [W/K] [K/W] [Pa] [m3/s]
Avg. ± St. Dev. ⇥10�3 ⇥10�3 ⇥10�3 ⇥10�6

UPSO

0.01 2.05±0.81 314±127 19.085 114.065 608 7.1765 2.17177 89.30
0.05 2.32±1.12 353±176 19.087 114.073 612 7.1973 2.17289 89.03
0.09 2.29±1.26 335±197 19.089 114.082 615 7.2183 2.17402 88.76
0.10 2.70±1.09 311±112 19.090 114.084 616 7.2236 2.17430 88.69
0.50 2.63±0.99 326±128 19.109 114.171 653 7.4536 2.18532 86.27
0.90 2.77±1.45 364±177 19.128 114.260 688 7.7161 2.19606 84.19

DSOA

0.01 1.32±0.47 211±78 19.086 113.995 629 7.1614 2.27303 91.94
0.05 1.23±0.50 188±71 19.095 113.939 685 6.4311 3.18633 92.01
0.09 1.30±0.56 195±89 19.090 114.098 600 7.4193 2.35236 90.08
0.10 1.22±0.51 194±82 19.092 114.011 642 7.0053 2.65195 91.40
0.50 1.38±0.47 217±75 19.110 114.077 694 7.2228 2.19240 87.96
0.90 1.16±0.41 179±63 19.129 114.247 687 7.7160 2.52404 85.54

CS

0.01 0.56±0.16 153±40 19.086 114.029 623 7.1026 2.13075 89.90
0.05 0.53±0.15 151±41 19.087 114.081 609 7.1689 2.25024 88.84
0.09 0.50±0.15 147±40 19.090 114.031 634 7.1603 2.15441 90.02
0.10 0.56±0.19 150±51 19.090 114.111 604 7.2747 2.26619 88.43
0.50 0.56±0.17 162±52 19.109 114.171 653 7.4055 2.29641 86.38
0.90 0.62±0.18 147±38 19.129 114.271 684 7.8072 2.06731 83.97

Finally, Figure 2.8 is presented to analyse the performance of optimisation techniques
when designing a rectangular heat sink using a nanofluid as working fluid. This results
were obtained after executing 100 times the design procedure per each nanoparticle volume
fraction and optimisation technique. Additional to the number of iterations spent by the
optimisation methods, it was found that fitness values reached with UPSO and DSOA
have a greater variance than the solutions achieved with CS. Although, from Table 2.7 we
noticed that UPSO is capable of obtaining lower values of the cost function, Ṡgen, than the
ones achieved by the other two optimisation techniques. Therefore, it can be concluded
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that CS is faster and more accurate than UPSO and DSOA, becoming it in an excellent
alternative for thermal design, together with the entropy generation minimisation criterion.

Figure 2.8. Average minimal entropy generation rate of a rectangular microchannel
heat sink made up of High Thermal Conductive Graphite (HTCG) using a H2O-
TiO2 nanofluid with several values of � as working fluid, obtained via Unified Par-
ticle Swarm Optimisation (UPSO), Deterministic Spiral Optimisation Algorithm
(DSOA) and Cuckoo Search (CS) algorithm.

2.4.4 Case 3: HTCG-based RMCHS with H2O-Al and H2O-TiO2

Figure 2.9 presents designs obtained by solving the problem laid out in (2.47), where
each marker represents a solution of the problem for a given design scenario. Results
have an evident quadratic tendency for the minimal dimensionless entropy generation rate

( ˙̃Sgen,min) with the increment of the volume flow rate (Gwf ). Any value of ˙̃Sgen,min (or
marker) in Figure 2.9 corresponds to an optimal geometry, which provides the minimal
effect of irreversibilities on the microelectronic heat sinking process. A slope change is
observed on Figure 2.9 whenever Gwf ⇡ 0.1062 ⇥ 10�3 m3/s, which indicates the ex-

istence of a minimal value of ˙̃Sgen,min as a function of Gwf . Results show that both
colloids gave the best designs for the smallest studied nanoparticles concentration, i.e.,
� = 0.01 wt/wt%. Nonetheless, H2O-TiO2 seems slightly better (thermal performance en-
hancement of 0.0005% against H2O-Al). Therefore, the best design was obtained using the

former nanofluid with ˙̃Sgen,min = 19.1045⇥ 10�3 WK/WK at G⇤

wf = 0.1062⇥ 10�3 m3/s,

�⇤ = 0.01 wt/wt%, ↵⇤ = 8.0375 ⇥ 10�3 and �⇤ = 2.1948. Also, it is observed an evident
data spreading when Gwf increases its value, which is related to the turbulent regime onset
of the coolant flow.

Optimal Bejan’s number (Be⇤ = Ṡ⇤

gen,∆T /(Ṡgen,min)) for obtained designs are presented
in Figure 2.10a. This dimensionless correlation is useful for estimating the contribution of
heat transfer to total entropy production (Ṡ⇤

gen,∆T ), evidencing that Ṡ⇤

gen,∆T is greater than

entropy due to fluid flow (Ṡ⇤

gen,∆P ), when the working fluid is flowing in laminar regime,

i.e., Gwf < 0.6 ⇥ 10�3 m3/s. Otherwise, i.e., a turbulent coolant flow, a larger pressure
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Figure 2.9. Minimal dimensionless entropy generation rate ( ˙̃Sgen,min) for some
volume flow rate (Gwf ) values as design specifications, and using two colloids as
coolants, H2O-Al and H2O-TiO2, with different nanoparticle concentrations (�).

drop appears throughout the system. Consequently, additional pumping power is required
to maintain the coolant flowing at the specified volume flow rate. This means that an
amount of entropy is generated due to fluid flow. In other words, the system wastes useful
power. Hence, the coolant flows in turbulent regime (Be⇤ < 0.5) for Gwf > 0.6⇥10�3 m3/s.
Moreover, Figure 2.10b presents Reynolds’s numbers (Re⇤Dh

) for each design. There is an
abrupt change in the behaviour of Re⇤Dh

, as a function of Gwf , when the nanofluid flows in
the turbulent regime. It is important to mention that the gap of Re⇤Dh

from 1000 to 3000
can be attributed to the transition regime; although, in this work it was disregarded from
the system operating conditions.

Subsequently, Figure 2.11 shows the optimal equivalent thermal resistance (R⇤

eq) of a
RMCHS, for several designs found in this work. It is easy to notice a minimal value of
Req(Gwf ) is 0.113518 ±10�6 K/W, when Gwf u 0.1587⇥10�3 m3/s, in the laminar hydro-
dynamic regime, and for all used coolants. However, Req,min differs from the optimal value
given by the Ṡgen minimal value, R⇤

eq = 0.113805± 1.19⇥ 10�6 K/W. Moreover, in accor-
dance with the common expectation, larger values of R⇤

eq were found in turbulent regime.
Lastly, Figure 2.12 presents the relationship between R⇤

eq and optimal total pumping power
(Φ⇤ = Gwf∆P ⇤) for each design scenario, yielding the designs displayed in Figure 2.9. This
is an alternative representation based on a Pareto’s front that highlights the R⇤

eq and Φ
⇤

trade-off. The best reached results, according to the second law of thermodynamics, are
observed in the zooming box of Figure 2.12.
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(a) Be∗ = Ṡ∗

gen,∆T /(Ṡgen,min) vs. Gwf

(b) Re∗Dh
vs. Gwf

Figure 2.10. Optimal (a) Bejan’s (Be⇤) and (b) Reynolds’s (Re⇤Dh
) number, for

some volume flow rate (Gwf ) values as design specifications, and using two colloids
as coolants, H2O-Al and H2O-TiO2, with different nanoparticle concentrations (�).

Figure 2.11. Optimal equivalent thermal resistance (Req) of the rectangular mi-
crochannel heat sink for some volume flow rate (Gwf ) values as design specifica-
tions, and using two colloids as coolants, H2O-Al and H2O-TiO2, with different
nanoparticle concentrations (�).
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Figure 2.12. Optimal equivalent thermal resistance (R⇤

eq) compared against optimal
total pumping power (Φ⇤) of the system, for some volume flow rate (Gwf ) values
as design specifications, and using two colloids as coolants, H2O-Al and H2O-TiO2,
with different nanoparticle concentrations (�).

2.4.5 Case 4: Si- and HTCG-based RMCHS with air and NH3

Figure 2.13 shows the optimal values of design parameters Gwf , ↵ and �, corresponding
to Ṡgen,min. In other words, that such parameters minimise entropy production of the
microchannel heat sink. Each one of the plotted markers correspond to an optimal design
for all combinations of build materials, such as silicon (Si) and High Thermal Conductive
Graphite (HTCG), and working fluids like air and ammonia gas (NH3).

Likewise, Figure 2.14a presents the minimal entropy generation rate (Ṡgen,min) for each
one of the obtained designs. Values are plotted for different electronic power dissipation
(Q̇hs) levels. As observed, the entropy generation rate increases (as expected) whilst the
net heat power is augmented. There is also a noticeable difference when choosing a different
material (i.e., Si or HTCG) to build the MCHS. This effect is also evident when choosing
a different fluid (i.e., Air or NH3) to act as a coolant. The combination HTCG-NH3

laid out best results in terms of minimal entropy production, overcoming the traditional
combination of Si-Air, which corroborates reported results in the literature. Moreover,
Figure 2.14a evidences the influence of implementing a certain material or fluid. For high
power applications, i.e., beyond 60 W, this effect becomes more evident.

This influence is strongly reflected on the behaviour of the optimal equivalent thermal
resistance (Req). Figure 2.14b shows data for each fluid. In this figure, Req decreases when
Q̇hs increases to avoid an excessive increment of temperature inside the electronic package,
and reducing the overall effects due to irreversibilities in the MCHS. Furthermore, optimal
difference temperature values of ∆T can be calculated from the Req data (Figure 2.14b),
using (2.33). These values are presented in Figure 2.14c. Such information complements the
minimal entropy production reached from the design procedure. Besides, it is a practical
and measurable quantity, which describes the thermal management system’s performance.

Figure 2.15a displays results from the forward problem, in terms of ∆T , contaminated
with additive white Gaussian noise (AWGN), to emulate a measured dataset. We em-
ployed several values of signal–to–noise ratio (SNR [dB]) to analyse the performance of our
approach under different scenarios. The measured temperature difference is identified as
∆Tm. Figure 2.15b presents results from the inverse heat transfer problem, where ∆Te is
the estimated temperature difference. Furthermore, estimated film coefficients are shown in
Figure 2.16. Striving to complement our data, Table 2.8 summarises the root-mean-square
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Figure 2.13. Optimal values reached for the design variables: the volume flow rate
(G⇤

wf ), channel aspect ratio (↵⇤), and channel-wall ratio (�⇤); assuming different

scenarios varying the neat heat power dissipation (Q̇hs) from the electronic device.

error (RMSE) for each combination of material and fluid, and for all noise levels.

Table 2.8: Root-mean-square error of the estimated film heat transfer coefficient,
RMSE{he} [W/m2·K], varying the net heat power Q̇, in different scenarios of heat
sink material and working fluid.

SNR [dB]
RMSE{h̄e} [W/m2·K]

Si-Air Si-NH3 HTCG-Air HTCG-NH3

Noiseless 0.000 0.002 0.000 0.001
40 2.045 1.641 0.274 0.338
30 3.167 7.517 0.695 0.991
20 8.545 72.222 5.794 4.395
10 12.481 27.545 5.327 10.001
5 19.284 33.777 6.224 10.702
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(a) Ṡgen,min vs. Q̇hs

(b) R∗

eq vs. Q̇hs

(c) ∆T ∗ vs. Q̇hs

Figure 2.14. (a) Minimal entropy generation rate (Ṡgen,min), and optimal values of
(b) the equivalent thermal resistance (R⇤

eq) and (c) the finite difference of temper-
atures (∆T ⇤), assuming different scenarios varying the neat heat power dissipation
(Q̇hs) from the electronic device.
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(a) ∆Tm vs. Q̇hs

(b) ∆Te vs. Q̇hs

Figure 2.15. Finite differences of temperatures: (a) measured (∆Tm) and (b) esti-
mated (∆Te), assuming different scenarios varying the neat heat power dissipation
(Q̇hs) from the electronic device, and with several values of noise (SNR [dB]).

Figure 2.16. Estimated film heat transfer coefficient (h̄e [W/m2·K]) assuming dif-
ferent scenarios varying the neat heat power dissipation (Q̇hs) from the electronic
device, with several values of noise (SNR [dB]).
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2.5 Conclusions

In this chapter, an optimal designing strategy for microelectronic thermal management
applications was studied. This methodology is based on the entropy generation minimisa-
tion (EGM) criterion and modern optimisation methods, such as Unified Particle Swarm
Optimisation (UPSO), Cuckoo Search (CS) algorithm, and Deterministic Spiral Optimisa-
tion Algorithm (DSOA). As an illustrative example, the conceptual design of an optimal
microelectronic cooling system, a rectangular microchannel heat sink, was studied by using
this alternative thermodynamic optimisation procedure, considering multiples conditions
and scenarios. Those were grouped in four cases of study.

In Case 1, heat sinks made of aluminium that used air and environmentally friendly
ammonia (NH3) as feasible working fluids, were analysed. Operating conditions were de-
fined for different volume flow rates, and DSOA was implemented. It was observed that,
under the scenarios we considered, optimal heat sinks using NH3 performed about 17 %
better than those using air. Moreover, it is noticed that the thermal resistance related to
the working fluid represents about 52 ± 16 % of the total equivalent thermal resistance,
whilst the thermal resistance related to convection phenomena only represents about 12
± 6 %. Hence, it is considered vital to select an appropriate working fluid to use in heat
sinks, and also a material for the interface between the chip and the heat sink. Finally, it is
important to remark that the proposed strategy stands as a good approach for determining
the geometry and the volume flow rate that optimise the operation of a heat sink.

In Case 2, it was considered a heat sink body made of High Thermal Conductive
Graphite (HCTG); air, ammonia gas (NH3) and H2O-TiO2 as working fluids; nanoparticle
volume fractions of 0.01, 0.05, 0.09, 0.1, 0.5 and 0.9 wt/wt%; and volume flow rates (Gwf )
between 1.0 ⇥ 10�5 and 1.0 ⇥ 10�2 m3/s. Besides, it was found too that, for the present
case, entropy generation rate is minimal for Gwf ⇡ 4.5⇥10�3 m3/s when using air and NH3

as coolants. However, whilst using H2O-TiO2 the minimal value of Ṡgen appeared around
9.0 ⇥ 10�5 m3/s, for all volume fractions considered. Ṡgen,min obtained with nanofluids
is lower, or at least equal to, values achieved with air and ammonia gas for Gwf  1.0 ⇥
10�3 m3/s. Hence, it was also noticed that nanofluids represent a good choice of working
fluid for designs with lower volume flow rates. For the opposite scenario, traditional fluids
ensure efficient operation. Afterwards, it was observed that nanoparticle volume fraction is
an important design specification, because it exhibited an crucial role on increasing entropy
generation rate, or the system irreversibilities. Thus, the best design in terms of the second
law of thermodynamics was achieved using a nanoparticle volume fraction of 0.01 wt/wt%,
with channel aspect ratio of ↵⇤ = 7.1765 ⇥ 10�3, channel-wall ratio of �⇤ = 2.17177 and
volume flow rate of G⇤

wf = 89.30 ⇥ 10�6 m3/s. Additionally, the performance of each
optimisation technique for solving the thermal problem of designing was addressed in this
case of study. Cuckoo Search algorithm showed to be more accurate and faster than
the other two, but the Unified Particle Swarm Optimisation method still represents an
alternative strategy to microchannel heat sink designing.

In Case 3, two colloidal fluids were studied as coolants, i.e., H2O-Al and H2O-TiO2 with
nanoparticle volume fractions (�) of 0.01, 0.05, 0.09, and 0.10 wt/wt%, and volume flow rate
(Gwf ) values between 0 and 10�3 m3/s. Several optimal designs under different scenarios
were found in laminar and turbulent flow regimes. Data shows, as is expected, that all
studied flowing nanofluids in laminar regime minimise the entropy production of the system,
when Gwf is considered as a design variable. This inference ratifies the importance of using
coolants in laminar regime for microelectronic heat sinking applications. Colloidal flows
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in a turbulent motion require an additional amount of pumping power to maintain higher
values of Gwf . That fact noticeably increases the minimal entropy generation rate. It was
also found that for both nanofluids, smaller nanoparticle concentrations enhance overall
system performance, and reduces the chance of agglomeration inside microchannels. The
presence of nanoclusters increases the pressure drop that directly affects system efficiency
[158]. In addition, titanium dioxide nanoparticles in water (H2O-TiO2) demonstrated to
be a good choice for coolant. Thus, the best design was achieved with 0.01 wt/wt% of
H2O-TiO2, an optimal channel aspect ratio (↵⇤) of 8.0375 ⇥ 10�3, an optimal channel-
wall ratio (�⇤) of 2.1948 and an optimal volume flow rate (G⇤

wf ) of 0.1062 ⇥ 10�3 m3/s.
Additionally, the EGM-CS strategy proved to be a useful alternative for thermodynamic
design, even considering two different hydrodynamic regimes.

Lastly, in Case 4, an alternative strategy for estimating convection heat transfer coeffi-
cients in electronic thermal management applications was explored. Such a strategy solves
the associated inverse heat transfer problem (IHTP). In the present case, it was tackled
this IHTP via the Cuckoo Search (CS) algorithm (CS), by minimising a cost function
based on the least square error. This methodology was illustrated with a microchannel
heat sink with several design conditions. Average convective heat transfer coefficients were
estimated from several synthetic temperature measurements, with different noise levels.
The reference’s temperature data were obtained by solving the forward problem, based
on the equivalent thermal resistance model of a previously designed microchannel. Hence,
these designs were achieved through the entropy generation minimisation (EGM) criterion,
also powered by CS, employing several specifications (material, working fluid and net heat
power dissipation). Results agreed remarkably well for signal-to-noise ratios (SNR) above
30 dB, which can be reached with any modern temperature sensors.



Chapter 3

Non–Conventional Calorimeter

Microelectronic components are present in almost all actions in our lives nowadays, and
their robustness and performance are the main care features during design and manufac-
ture stages. Failure chances cannot be allowed!, especially due thermal issues. To avoid
that, the heat power dissipation inherited to operating electronic components is attended
by implementing specialised mechanical devices, e.g., heat sinks. They were described
in previous section, which included an alternative design methodology, several study sce-
narios and illustrative simulations. However, generic thermal power generation values are
commonly assumed as a design condition, which makes an optimally designed heat sink
not–so–optimal in the exergetic sense. This issue can be fulfilled if the microelectronic’s
practical heat power generation is measured and, hence, a heat sink or any thermal man-
agement device is specially designed for such component. There are multiples means for
accomplish that task, as it was mentioned in Introduction. The directly determination of
the power losses from a specific system is possible via the calorimetric method [78]. Many
calorimeters have been implemented in the literature, most of them are specialised in the
analysis of substances and their variations for biology, pharmaceutics and chemistry appli-
cations [159, 160]. Those are employed for measuring energy changes on significantly small
samples, for example: the heat produced by burning 3 g of glucose (C6H12O6) is about
50 kJ [79, 80]. Others are used for high energy particles such as the ATLAS calorimetry
system at the Large Hadron Collider (LHC), with measurements in the range of 15 to
180 GeV (1 GeV equals 1.6 ⇥ 10�19 J), excessively high manufacturing/operating costs,
and hugest dimensions [161]. Specifically, in the measurement of the microelectronic power
dissipation, some enthalpy-based calorimeters have been proposed, mainly because their
response time is shorter than the one of closed system [75, 76, 83]. This could be considered
as a drawback because an additional pumping power to move the fluid flow(s) along heat
exchangers is primordial. Nonetheless, a closed–calorimeters for small microelectronic cir-
cuits, with the test chamber immersed in a reservoir of distilled water, has been proposed
in [81]. This device was based on the bomb calorimeter traditionally used for studying
chemical reactions [159].

This chapter proposes a non-conventional calorimeter for the measurement of microelec-
tronic power dissipation. The system consists in a horizontal cylindrical concentric cavity,
based on the constant–volume calorimetry principle widely used in biology and chemical
applications [79], and firstly implemented in electronic devices by Marin [81]. This system
is entirely based on heat transfer due natural convection as a first approach and avoiding
the use of external power sources. The system’s design and its prototype construction
are described, as well as the numerical simulation and the experimental implementation.

37
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Several simulations were conducted chiefly to find locations for temperature sensors, and
to observe the heat transfer behaviour inside the system. Results obtained were used in the
implementation and instrumentation of the calorimeter. Then, the practical experiment
corroborated the expected behaviour and gave us a device capable of determine power
dissipation values from 1 W to 20 W of microelectronic devices. The non-conventional
calorimeter completes the alternative microelectronic thermal management strategy pro-
posed in this research work.

The chapter is organised as follows: First section describes basic concepts related with
calorimetry; Second one presents the proposed design and its construction; Third sec-
tion discusses the numerical simulations; subsequently, the system’s implementation is
described; finally, the most remarkable inferences are summarised as Conclusions.
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3.1 Foundations

The principle of calorimetry is based on a generalisation of the classic Joule’s paddle–wheel
experiment, which showed the relationship between thermal and mechanical energy, and
the notion of the specific heat discovered by J. Black [162]. Hence, it is appropriate start
remembering with the specific heat value (c [J/kg·K]) of a substance or system, at a given
reference temperature (Ta[K]),

c ,

✓

@u

@T

◆

Ta

, (3.1)

since u [J/kg] is the specific internal energy, and T [K] is its absolute temperature. This
notion describes the how much energy (heat) is required to raise the temperature of an body
(e.g. water) per unit of mass, or volume (under certain conditions). Therefore, calorimetry
consists of determining the power generated in a real process, by measuring changes of
temperature in a “energy storage” body with known thermophysical properties [78–81]. It
can be assumed as uniformly and isothermally in function of time to simplify its analysis,
with a insignificant loss of accuracy [127]. Thus, the substance behaviour is modelled by
using the lumped capacitance method, which consists on represent the thermal system as
an electrical circuit [125, 163]. It is represented by a parallel RC–circuit, where Q̇ [W] is
the effective thermal power inwarding the system (current source) , ✓ = T � Ta [K] is the
temperature difference of the working fluid (voltage), and C [J/K] is the thermal capacity
model. The fluid temperature, T [K], is assumed time–dependent, and Ta [K] indicates the
ambient temperature. In a more detailed conceptualisation of this system an equivalent
thermal impedance Z [K/W] could be defined. However, a simplest model which includes
an equivalent thermal resistance R [K/W] is implemented in this work, mainly due to the
expected slow thermal behaviour. Figure 3.1 depicts the studied system under two points
of view, such as the thermodynamic closed-system sketch and the circuit analogy diagram.

Figure 3.1. Sketches of the studied system and its circuit analogy.

It is natural to obtain an alternative version of the first law of thermodynamics by
analysing the main node ✓, under the circuit theory sense, such as,

C
d✓(t)

dt
+

✓(t)

R
= Q̇h(t), (3.2)
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since h(t) is the Heaviside step function. A well–known ordinary differential equation is
reached by rearranging (3.2), as

d✓(t)

dt
+

✓(t)

⌧
=

Q̇

C
h(t), (3.3)

where ⌧ = RC [s] is the time constant, and Q̇/C [K/s] is the source magnitude. With the
initial condition ✓(t = 0) = 0 s, this differential equation has the solution given by

✓(t) =
⌧Q̇

C

⇣

1� e�t/τ
⌘

h(t). (3.4)

Now, it is possible to find two important features of this expression. The first one is the
final value of (3.4), ✓1, given by

✓1 = lim
t!1

✓(t) =
⌧Q̇

C
= Q̇R. (3.5)

That value is the steady–state response of the system, and it can be also reached from
the traditional electrical circuit analysis. Whereas, the second feature is observed from the
first derivative of ✓(t) at t = 0 s, such as,

d✓(t)

dt

�

�

�

�

t=0 s

=
✓1

⌧
=

Q̇

C
. (3.6)

It says that the first slope of ✓(t) contains information about its time constant and final
value, directly related with the heat power magnitude and the thermal capacity. This is
important fact could be used for practical implementations where the entire system has
been previously characterised, i.e., C [J/K] is known. Plus, by writing (3.4) in terms of ✓1
from (3.5), and approximating the exponential function with its Maclaurin series truncated
at two terms, it yields

✓(t) ⇡ ✓1

⌧
t, t⌧ ⌧, (3.7)

which is the tangent line linked to the first slope described in (3.6).

Straightforward, the above mentioned features give place to relationships concern-
ing with thermal resistance and capacitance models. The equivalent thermal resistance
(R [K/W]) is calculated from (3.5), as shown,

R =
✓1

Q̇
. (3.8)

Its value can be approached by experimental or numerical data, or by using a comprehen-
sive theoretical model based on heat transfer concepts. Many works have demonstrated
that R chiefly includes heat transfer mechanisms as convection and conduction [125, 127].
Nonetheless, expression from (3.8) only describes the thermal resistance when the charac-
terised substance is fully charged, e.g., overheated water vapour.

Subsequently, the thermal capacity (C [J/K]) model can determined from its correlation
with ⌧ in (3.6),

d✓(t)

dt

�

�

�

�

t=0 s

=
✓1

⌧
=

Q̇

C
, (3.9)
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taking in mind that Q̇ = �Q/dt, d✓/dt = dT/dt, and Ta = T (t = 0 s), such as,

C =
�Q

dT

�

�

�

�

T0

, (3.10)

which is an equivalent form of the heat capacity definition (3.1) [163]. On that, C is
interpreted as the incremental change of the system thermal energy (�Q [J]) due to a
change on its temperature (dT [K]) [163]. Equation (3.10) can be simplified to a more
practical formula by employing thermodynamic foundations, i.e., the first law. Hence,
representing the calorimeter as a closed quasi–static thermodynamic system the energy
balance is given by,

dU = ⇢V cdT = �Q, (3.11)

where dU = ⇢V du [J] is the internal energy change due to the amount of �Q entering to
the system. Therefore, a simple expression of C is found by using (3.11) and (3.10), as
shown,

C = ⇢cV. (3.12)

It was assumed that the properties like volume (V [m3]), mass density (⇢ [kg/m3]), and
specific heat (c [J/kg·K]), are known at a reference temperature Ta [K]. Also, the system
was supposed as an incompressible substance with constant volume, i.e., a liquid fluid like
water, and its boundaries were considered as adiabatic, impermeable, and rigid.

In addition, it is important to observe the above discussed model when the system is
assumed isolated, i.e., an ideal performance. Isolation is reached when R!1, then (3.3)
becomes in

d✓(t)

dt
=

Q̇

C
h(t), (3.13)

with ✓(t = 0)=0 K, Q̇/C � 0 K/s, and C = ⇢cV from (3.12). It indicates the temperature
slope is directly related with the heat power entering to the known system, with ⇢, V and
c, without any power leakage. Therefore, the ideal performance of a calorimeter allow us
to determine directly the power losses using only thermophysical properties of the working
fluid, and the temperature variations in a finite time test, primarily to avoid an inevitable
blow–up. This behaviour is impossible to be reached in practical engineering, nonetheless,
a good insulated system could be near this performance.
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3.2 Design and construction

Multiple geometries and sensing methodologies have been implemented since the first
calorimeter was reported in 1780 by Lavoisier and Laplace [160], but the general principle
of calorimetry remains the same as it was discussed in the prior section. A calorimeter
is composed by two essential parts: the sample or device under analysis (DUA) and the
surroundings or absorber body. In physics, the simplest and optimum geometry for al-
most all structures is an sphere, thus it is easy to figure out a calorimeter formed by two
concentric spheres. This geometry is considered idealistic due to the associated difficulty
to build it in practice and, even more complicated, due to the almost impossible means
to measure the temperature changes inside the absorber body. Another crucial fact from
this simplest geometry is how the DUA is going to be placed inside the apparatus, and
how the Earth’s gravity would interact with the whole system. Sacrificing a little sim-
plicity, the cylindrical geometry is laid out as the feasible and optimal one in practical
engineering terms. The vertical cylinder or bomb calorimeters are commonly used in sev-
eral applications with small substances [159, 160], otherwise, for greater samples or DUAs
the rectangular parallelepiped structures are preferred [76, 81, 84, 85, 164]. Nonetheless,
those calorimeters work based on forced convection and measuring the enthalpy variation
of a flowing coolant. In this work, we propose a non-conventional calorimeter using a
horizontal cylindrical geometry and based on natural convection, without external power
sources for the system’s operation. This position was chosen to take advantage of the
Earth’s gravity and the surface’s symmetry to “adsorb” the heat flux. Such geometry is
also used by LHC’s calorimeters, but the operating principle is quite different. Figure 3.2
shows the proposed non-conventional calorimeter for the power dissipation measurement
of electronic devices.

Figure 3.2. Exploded view of the proposed non-conventional calorimeter

The system is composed of five main parts (Figure 3.2), which are detailed as follows.



3.2. DESIGN AND CONSTRUCTION 43

Enclosure: it is the outer part of the entire system in contact with the ambient, and
serves as its structural support. This component is a rectangular parallelepiped with an
inner cylinder to contain the system’s components, and made of a high structural resistance
material. Figure 3.3 presents the geometry defined for the Enclosure.

Figure 3.3. Detailed geometry of the Enclosure: the calorimeter’s component,
which contains the other parts and gives structural resistance for the entire system.
All units are in millimetres [mm].

Coat : it is the main thermal insulation layer between the Tank filled with the heat
absorbing fluid and the Enclosure. It is made of expanded polyurethane and expanded
polystyrene foams Figure 3.4 displays the geometry designed for the Coat.

Tank : it is an annular cylinder with its annulus volume empty to be filled by the
working fluid and its centre contains the Heat Sink or Core. This part is made of an
impermeable and high thermal conductive material, and it has the geometry specified in
Figure 3.5a. Additionally to this part, a Cap to seal properly the Tank and to allow the
pass of the waterproof temperature sensor’s cables, was designed as Figure 3.5b shows.

Heat Sink : it is the main chamber or core, which consists on a radial plate-fin heat
sink inside and concentric to the Tank. Its plate-fins are radial-uniformly spaced along the
Tank ’s inner radius. This component is made of a thermal conductive material to enhance
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Figure 3.4. Detailed geometry of the Coat : the calorimeter’s component, which
thermally insulates the internal parts of the calorimeter. All units are in millimetres
[mm].

(a) The Fluid Reservoir (b) The Tank’s cap

Figure 3.5. Detailed geometry of (a) the Tank or the Fluid Reservoir, and (b) the
Tank’s cap: the calorimeter’s components, which contain the working fluid to be
heated and avoid leakages. All units are in millimetres [mm].

the heat transfer from the DUA to the working fluid, since the former is placed inside this
component. The detailed geometry for this part is plotted in Figure 3.6.

Cover : it is the thermal insulation between the main chamber (where is placed the
DUA) and the exterior environment, it also serves as the system’s entrance and contains
the ports to supply the electrical power required by the DUA. It is made, at least, of two
materials: a structural resistant and an insulator material, e.g., laminated steel sheet and
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Figure 3.6. Detailed geometry of the Main Chamber or the Radial Plate-Fin Heat
Sink : the calorimeter’s component, which eases the heat transfer from the analysed
electronic device to the working fluid. All units are in millimetres [mm].

expanded polystyrene foam, respectively.

Figure 3.7. Detailed geometry of the Cover : the calorimeter’s component, which
thermally insulates the main chamber (the Core’s inside) of the calorimeter and,
also serves as the door to place the DUA. All units are in millimetres [mm].
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In a intermediate step between designing and manufacturing, the non-conventional
calorimeter was prototyped in a scaled version for its revision and as illustrative purposes.
It was done by utilising a MakerBotTM Replicator R� Desktop 3D Printer (5th Generation),
and polylactide (PLA) material. The main purpose of this stage was to revise and refine
the structure and final assembly of the prototype. Figure 3.8 shows the 3D printed version
of the calorimeter’s components. The Cap to seal the Tank was fully built in real scale
through additive manufacturing.

(a) Enclosure (b) Coat (c) Tank and Core (d) Cover

Figure 3.8. The designed non-conventional Calorimeter in a scaled version printed
in polylactide (PLA) via additive manufacturing.

Subsequently, the Calorimeter’s metal-based structures (i.e., Enclosure, Tank, and
Core) were manufactured by the Grupo MADIVER SA de CV, with headquarters in León
(Guanajuato), employing the designs and specifications given above, and financially sup-
ported by the Rectoria del Campus Irapuato-Salamanca. Figure 3.9 shows the parts built
just when they were delivered. Withal, the insulation parts such as Cover and Cap were
constructed leaving the Calorimeter’s plant ready to be instrumented. More details about
the plant are presented in Table 3.1. The Calorimeter’s plant was instrumented using six
temperature sensors, Maxim IntegratedTM DS18B20; three of them covered with water-
proof stainless steel sheaths; and a minicomputer Raspberry Pi Zero W. Three sensors
were installed in the main chamber (Core), to measure the temperature of air surrounding
the DUA, and the others were submerged into the Tank filled with water. Specifications
for these components are displayed in Tables 3.2 and 3.3.

Figure 3.9. The manufactured calorimeter’s parts: the Enclosure in Steel A36, and
the Tank and Core in Aluminium 6061. Manufactured by the Grupo MADIVER
SA de CV, León (Guanajuato).
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Table 3.1: Specification of the Calorimeter’s plant

Total volume 64.27 cm ⇥ 64.27 cm ⇥ 52.00 cm (214.79 dm3)
Chamber’s size for DUT 25.56 cm of diameter and 30 cm of long (15.939 dm3)

Working fluid volume 41.431 L
Working fluid Liquid Water

Enclosure’s materials Steel A36
Coat ’s materials Expanded polystyrene and expanded polyurethane foams

Tank and Core’s materials Aluminium 6061
Cover ’s materials Expanded polystyrene foam and laminated steel sheet

Table 3.2: Specification of the employed temperature sensor

Name Programmable Resolution 1-Wire Digital Thermometer
Reference DS18B20

Type IC
Manufacturer Maxim IntegratedTM, Inc.

Range from �55 �C to +125 �C
Accuracy ±0.5 �C from �10 �C to +85 �C

Resolution Programmable from 9 Bits (0.5 �C) to 12 Bits (0.0625 �C)
Communication 1-Wire R� using Only One Port Pin

Query time 750 ms for a 12 Bits resolution (0.0625 �C)
Power-on reset value 0x0550h (+85 �C)

Power supply 3.0 V to 5.5 V, parasitic power Mode with only 2 pins for operation
Multidrop capability Each device has a unique 64-Bit serial code stored in On-Board ROM
Available packages 8-Pin SO, 8-Pin µSOP, and 3-Pin TO-92 (used)

Water proof package Waterproof stainless steel sheath of 6 mm diameter and 35 mm long

Figure 3.10 depicts the acquisition, preprocess and distribution data system. As men-
tioned above, the device under analysis (DUA) is placed inside the Core and connected to
the outside via the cords, which pass throughout the insulation Cap. During the DUA’s
operation, it heats the air enclosed in the chamber, and such energy is transferred from the
DUA to the water stagnated in the Tank, due to the radial plate-fin heat sink and the Tank
and Core’s good thermally conductive material. Whilst this occurs, the sensors are reading
temperature’s changes in the Core’s air and Tank ’s water, such information is registered
by the minicomputer using Raspbian as the operating system, and a Python’s program
(running as a daemon). Then, an Octave’s script is preprocessing the raw data and the
Apache HTML server is publishing the experiment’s current state to the local network.
Parallelly to the described procedure, users can access to such minicomputer using the
SSH protocol for download the experiment’s data, or any web browser (e.g., Mozilla Fire-
fox) for visualising the experiment’s evolution. Therefore, the non-conventional calorimeter
system has been built and the source codes developed in its implementation are available
at the GitHub Repository: https://github.com/jcrvz/cal-sys. Figure 3.11 presents
the internal structure of the constructed prototype (Figure 3.11a) and its external view
whilst it is operating (Figure 3.11b)

https://github.com/jcrvz/cal-sys
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Table 3.3: Specification of the minicomputer

Name Raspberry Pi Zero W
Operating System Raspbian (Debian optimised for the Raspberry Pi hardware)

SoC Broadcom BCM2835
CPU ARM1176JZF-S @ 1.0 GHz single-core
GPU Broadcom VideoCore IV @ 250 MHz

SDRAM 512 MB (shared with GPU)
Storage Type Flash storage (MicroSDHC)

Storage Capacity (Extendable) 8 GB
USB 2.0 ports 1 Micro-USB
Video outputs Mini-HDMI, 1080p60
Audio outputs Mini-HDMI, GPIO

Network 802.11 b/g/n wireless LAN, Bluetooth 4.1 (BLE)
Low-level peripherals 17x GPIO and HAT ID bus

Power source 5 V via MicroUSB or GPIO header
Power rates from 100 mA (0.5 W) to 350 mA (1.75 W)

Dimensions and Weight 65 mm ⇥ 30 mm ⇥ 5 mm, 9 g
Accessories CanaKitTM Case and plate-fin heat sink

TE

TE

Figure 3.10. Diagram of the acquisition, preprocess and distribution data system.
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(a) Calorimeter mounted and instrumented

(b) Calorimeter in operation

Figure 3.11. Final assembly of (a) the non-conventional calorimeter using (b) a
mini-computer to read the temperature sensors.
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3.3 Numerical simulation

3.3.1 Mathematical model

Figure 3.12 shows the entire system (i.e., the proposed non-conventional calorimeter device)
prior described, and the symmetry–based reduced system, both studied in this work. The
latter is defined as a slice of the entire system, which contains a half fin and half channel
of the radial plate–fin structure at the main chamber.

(a) Entire system (b) Radial section of the system

Figure 3.12. Computational domain of the studied system: a non–conventional
calorimeter for electronic devices.

All subdomains of the system, in Figure 3.12, are described as follows:

(a) Insulation cover allows locate the electronic device to be analysed in the main cham-
ber and, also, serves as an insulation wall.

(b) Insulation coat protects the process of any external thermal perturbation.

(c) Conductive core is the thermal conductive metallic body, which is made by a radial
plate–fin heat sink (the main chamber) and a fluid reservoir.

(d) Working fluid exerts as a thermal energy storage body.

(e) Heat source is the unknown electronic device under analysis inside the main chamber.
In this work, it is assumed as a cylindrical body for illustrative purposes

(f) Air gap is the space, filled with air from surroundings, between the electronic device
and the main chamber.

In addition, Table 3.4 presents thermophysical properties of materials and fluids, linked
to the above–mentioned subdomains, considered in this work. The material in last row of
Table 3.4, copper, is used for nanoparticles in a complementary analysis of the system,
that is by employing a water–based nanofluid.

On mathematical modelling of practical engineering systems, it is common to start
analysing the process employing the mass conservation principle, also known as the conti-
nuity equation [162, 165]. In this work, the mass density (⇢ [kg/m3]) for both fluids in the



3.3. NUMERICAL SIMULATION 51

Table 3.4: Thermophysical properties of materials used in this work.

Subdomain Material Property Value

(a)–(b) Polystyrene (PS) ⇢ 28 kg/m3

k 0.033 W/m·K
c 1500 J/kg·K

(c) Aluminium (Al) ⇢ 2700 kg/m3

k 238 W/m·K
c 900 J/kg·K

(d) Water (H2O) ⇢ 998.2 kg/m3

k 0.615 W/m·K
c 4182.6 J/kg·K
µ 8.5⇥10�4 Pa·s
� 2.75⇥10�4 1/K
� 1

(e) FR4 ⇢ 1900 kg/m3

k 0.3 W/m·K
c 1369 J/kg·K

(f) Air ⇢ 1.1839 kg/m3

k 0.25 W/m·K
c 1004 J/kg·K
µ 1.4⇥10�5 Pa·s
� 3.355⇥10�3 1/K
� 1.4

(d) Copper (Cu) ⇢ 8960 kg/m3

k 400 W/m·K
c 385 J/kg·K

system (i.e., air and water) is assumed constant, hence,

⇢(r · u) = 0, (3.14)

which indicates that the mass inside the system remains invariant in both stationary and
transient states. This expression is associated to the incompressible flow condition.

Following step consists on modelling the energetic interaction in the operating system,
that is through the first law of thermodynamics [125, 163, 166, 167]. It is important
to remember that heat transfer is the main physical phenomenon of the studied system.
Other interactions like changes on the kinetic and potential energy are neglected. Thus, the
energy balance per unit volume for all domains of the computational model (Figure 3.12.2)
is presented as,

1

↵

DT

Dt
= r2T � qe

k
, (3.15)

with
DT

Dt
=

@T

@t
+ (u ·r)T, (3.16)

where ↵ = k/⇢c [m2/s] is the thermal diffusivity; and c [J/kg·K] and k [W/m·K] are the con-
stant values for heat capacity at constant pressure, and thermal conductivity, respectively.
These local properties depend of the materials of each subdomain in the system. Moreover,
DT/Dt [K/s] is the material derivative of the local temperature, T [K] and u [m/s] is the
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velocity field. qe [W/m3] is the heat power flux generated by an electronic device inside the
system. For the entire model qe = Pe, and for the reduced model qe = Pe/Vs. Since Pe [W]
is the total heat power produced by the unknown device with volume Vt [m

3]. This vol-
ume is sliced in Ns symmetrical volumes (Vs = Vt/Ns [m3]) for the reduced computational
domain.

The first l.h.s. term of (3.15) represents the temperature changes of the system. Whilst,
the r.h.s. terms refer to the heat transfer rate into the system due to the conduction
mechanism (Fourier’s law), and the energy generation rate inside the system. Also, it is
important to notice that the process is analysed in steady state, when the first r.h.s. term
of (3.16) equals zero. Further, the second one is only relevant for fluid subdomains, i.e.,
the working fluid (d) and the air gap (f) in Figure 3.12.2.

Besides mass and energy conservation balances in (3.14) and (3.15), it is needed to
describe the behaviour of fluids through their velocity fields. This associated physical
problem is coupled with the heat transfer problem for an accurate description of the natural
or free convection process. Hence, in this work any external source of motion for fluids
is disregarded and only the gravitational effect is considered The fluid mechanic problem
is stated by using Navier–Stokes equations [167, 168], with the Boussinesq approximation
and assuming Newtonian and laminar fluids, as,

⇢



@u

@t
+ (u ·r)u

�

= �rp+ µr2u+ �g(T � T0), (3.17)

since ⇢ [kg/m3] is the mass density at the reference temperature T0 [K], p [Pa] is the
pressure field, � [1/K] is the coefficient of thermal expansion, µ [Pa·s] is the dynamic
viscosity, g [m/s2] is the local gravitational acceleration vector. The inertial forces in
the l.h.s. term of (3.17) are balanced with the r.h.s. terms: pressure, viscous, and external
forces, respectively. This latter term is also known as the buoyancy force due to the gravity.

Summarising, the mathematical model is defined by the equations (3.15)–(3.17), and
their three unknown variables, T , p, and u. The required boundary conditions to solve
these stationary and transient problems are presented as follows. Figure 3.13 displays
boundary conditions for the reduced model such as: symmetry, isothermal, adiabatic, heat
source, and slip conditions.

The first set of boundary conditions, which deals with the reduced model symmetry at
its internal boundaries (Figure 3.13), is

n̂ · q = 0, (3.18)

n̂ · u = 0, (3.19)

where n̂ is the normal unit vector of an internal face. Similarly, the adiabatic conditions,
akin to (3.18), are defined at the axial symmetric edge, and at the bottom boundary of
the system (Figure 3.13). Latter is assumed perfectly insulated. The external faces of the
system are established with the isothermal condition (Figure 3.13) as

T = Ta, (3.20)

since Ta [K] is the ambient temperature. The conditions of the fluid subdomains at their
external faces, or inner walls (Figure 3.13), are set as slip boundaries as,

n̂ · u = 0. (3.21)
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Figure 3.13. Boundary conditions of the computational domain: (left) symmetry,
(centre) isothermal, adiabatic, heat source, and (right) slip conditions. Non–slip
condition is assumed for solid boundaries.

No slip condition is assumed for solid boundaries. Moreover, the subdomain (e) from
Figure 3.12.2 represents the heat source.

Lastly, initial conditions for the transient studies are defined as

T (t = 0) = Ta, (3.22)

u(t = 0) = 0, (3.23)

p(t = 0) = p0. (3.24)

Additionally, sometimes the employed working fluid has a colloidal nature to enhance
the overall heat transfer process. In that case, average values of thermophysical properties
are determined by correlations from literature [107, 157, 169], such as

⇢nf = �⇢p + (1� �)⇢f , (3.25)

⇢nfcnf = �⇢pcp + (1� �)⇢fcf , (3.26)

⇢nf�nf = �⇢p�p + (1� �)⇢f�f , (3.27)

knf
kf

=
2kf � 2�(kf � kp) + kp
2kf + �(kf � kp) + kp

, (3.28)

µnf

µf
= (1� �)�2.5. (3.29)

where � [wt/wt%] is the volume nanoparticle concentration, and subscripts mean: base
fluid (f), nanoparticle (p), and nanofluid (nf). In this work, a water–based copper
nanofluid (H2O–Cu) is regarded as an illustrative example for a complementary study.
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3.3.2 Methodology

The mathematical problem stated above, for stationary and transient state, was solved
numerically via the finite element method, with the computational domain mesh presented
in Figure 3.14. This mesh was conformed for 26155 tetrahedral elements, 13017 triangular
elements, 1027 edge elements, and 40 vertex elements. Numerical tasks were ran in a
CPU with Dual Core AMD OpteronTM Processor 275, 3 out of 4 cores, using Linux as
operating system. This supercomputer is hosted in the Departamentul de Maşini, Materiale
şi Acţionări Electrice, Facultatea de Inginerie Electrică at the Universitatea Politehnica
din Bucures

,
ti (UPB), Romania, and administrated by Prof. Alexandru M. Morega.

Figure 3.14. Implemented mesh of the reduced system.

All simulations were performed using assumed values for some parameters, which are
displayed in Table 3.5. These studies corresponded to the reduced computational domain
in Figure 3.12b. Then, for initial simulations associated to the stationary study, Pe was
established equal to 0.1 W, and � equals 0 wt/wt% (only water as working fluid). Later, a
parametric study was carried out varying the value of Pe in the range defined in Table 3.5.
Similar parametric analyses were subsequently implemented assuming time dependency
(the transient study). Specifically, four cases were adopted for these analyses as is spec-
ified in Table 3.6. On those cases, insulation means the kind of material employed for
subdomains (a) and (b) from Figure 3.12, where practical means Polystyrene, and Fluid
Motion column describes whether Navier–Stokes equations were considered in the simula-
tion. Hereby, the most idealistic case consists on ideal insulation (adiabatic boundaries)
and heat transfer process (disregarding fluid motion). Thereafter, the influence of employ-
ing the water–based copper nanofluid was explored for several values of �, Table 3.5.

3.3.3 Results and discussion

Stationary study

Figure 3.15 presents the velocity field of the air in the main chamber, and the water in
the reservoir, under stationary conditions with Pe = 0.1 W. It is noticed the well–known
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Table 3.5: Assumed values for some parameters

Parameter Value Unit

g (0, 0,�9.81)| m/s2

Ns 140 –
T0, Ta 298.15 K
p0 101325 Pa

Pe [0, 0.1] W
� [0, 0.2] wt/wt

Table 3.6: Cases studied in time dependent analyses

Case Insulation Fluid Motion

1 Practical Included
2 Practical Disregarded
3 Ideal Included
4 Ideal Disregarded

convection cell due to the thermal power flux passing through the system. Moreover, this
motion has a smaller scale at the reservoir filled with the working fluid in Figure 3.15.b—its
maximum value is 2.01⇥ 10�3 m/s compared against 0.28 m/s from the air velocity field.

(a) (b)

Figure 3.15. Velocity (u [m/s]) fields of (a) the air in the main chamber, and (b)
the working fluid in the reservoir, under stationary conditions with Pe = 0.1 W.

Figure 3.16.a presents how the heat power (Pe) is distributed per unit area, heat flux
magnitude (q00 [W/m2]), inside the system under stationary conditions. It is observed that
this flux reaches the working fluid, as a thermal reservoir, as is expected in a calorimetry–
based apparatus. Altogether, velocity and heat flux magnitude fields have a narrow re-
lationship with a measurable quantity, i.e., the temperature. Figure 3.16.b shows the
temperature difference (✓ = T � T0) distribution of the reduced computational domain.
It is observable an almost homogeneous ✓ value approximately equals 27 �C for the work-
ing fluid, unlike temperature values in the main chamber containing air. Temperature
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difference distribution and isothermal surfaces in the reservoir are detailed in Figure 3.17.

(a) (b)

Figure 3.16. (a) Heat flux magnitude (q00 [W/m2]) field, and (b) temperature
difference (✓ = T�Ta [�C]) distributions in the system, under stationary conditions
with Pe = 0.1 W.

The described thermal behaviour in Figure 3.17 allows us realise its heterogeneous
nature in the working fluid, with a temperature span of 0.3 �C. Hence, it is required find
adequate locations of temperature sensors for the eventual implementation of the studied
system. That is, in order to obtain accurate measurements and eventually determine the
heat power, which an electronic device is generating. At first, the placement of those sensors
is constrained to the external edge, at left–side in y–axis direction, of the working fluid
inside the reservoir. Further, additional sensors could be located inside the main chamber to
enhance the data acquisition process. Figure 3.18 shows the rescaled temperature difference
(✓̃ 2 [0, 1]) distribution along the studied edge, for several values of total heat power (Pe).
Rescaling was performed in the data processing sense, i.e., ✓̃ = (✓�✓min)/(✓max�✓min), and
edge length extrema correspond to its vertices at bottom and top. It is easy to recognise
that bottom vertex has the maximum temperature value, due to the gravity direction on
the natural convection process. Besides, the top vertex reaches minimum temperature
values when the total power increases. Moreover, it is noticed that temperatures along the
edge tend the same distribution when the heat power is increased, but the bottom vertex
maintains the maximum value of temperature.

A further analysis is displayed in Figure 3.19, which exhibits a comparison of temper-
ature point values in the bottom vertices at the main chamber (✓̃MC,b), and the reservoir
(✓̃R,b). These values were rescaled to [0, 1] employing average values for air (h✓̃iair), and
water (h✓̃iwater) as extrema. Latter corresponds to the vertex analysed in Figure 3.18.
These values spread when the total power is increased, with average temperatures of air
and water as maximum and minimum, respectively. Reservoir information has a lower
dispersion than the ones of the main chamber, which says us that measuring the tempera-
ture at the edge bottom vertex is a good approach to the average value. More details are
shown in Table 3.7. It is imperative to remark that if ✓R,b values exceed the boiling point
of water at atmospheric pressure, say Pe > 0.1 W, results would be erroneous because the
water phase change process has been disregarded in this work. Nonetheless, a calorimetric
analysis is specified as a finite time process, thus, it is expected to get a good–enough
estimation before it reaches those temperatures.

Now, it is easy to use the data from Table 3.7 to calculate the slope of each curve
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(a) (b)

Figure 3.17. (a) Temperature difference (✓ = T � Ta [�C]) distribution, and (b)
isothermal surfaces (✓ [�C]) of the working fluid in the reservoir, under stationary
conditions with Pe = 0.1 W.

Figure 3.18. Rescaled difference temperature (✓̃ 2 [0, 1]) distribution along the
studied edge of the working fluid, varying the total heat power (Pe [W]), and under
stationary conditions.

from Figure 3.19, i.e., the thermal resistance model in (3.8). Thus, Table 3.8 contains
the obtained R values determined between different points of the system for the same
stationary conditions. The value of R [K/W] is a numerical approach to the equivalent
thermal resistance of the entire system under stationary condition. It represents a first
approximation to the real process, which can be eventually employed to obtain the thermal
power generated by an electronic device, using the measured temperature in a working fluid.
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Figure 3.19. Rescaled temperature difference (✓̃ 2 [0, 1]) values at different locations
in the working fluid, amongst air and water average values, by varying the total
heat power (Pe [W]), and under stationary conditions.

Table 3.7: Temperature difference values of several measurements for different val-
ues of total heat power (Pe). These are average values for air (h✓iair), and water
(h✓iwater); and point values in the bottom vertices at the main chamber (✓MC,b),
and the reservoir (✓R,b).

Pe [W] h✓iair [�C] h✓iwater [�C] ✓MC,b [�C] ✓R,b [�C]

0.001 0.3756 0.2643 0.2675 0.2647
0.005 1.6128 1.3107 1.3273 1.3142
0.010 3.0814 2.6312 2.6638 2.6391
0.050 14.3030 13.1095 13.2570 13.1556
0.100 28.3445 26.5027 26.7839 26.5983

Table 3.8: Equivalent thermal resistance (R [K/W]) values determined between
different points of the system under stationary conditions.

Location ✓ [�C] R [K/W]

Air in the Main Chamber h✓iair 281.7559
Main Chamber bottom vertex ✓MC,b 267.6173
Water in the Reservoir h✓iwater 264.8150
Reservoir bottom vertex ✓R,b 265.7795

Transient study

For the first case from Table 3.6, Figure 3.20 shows the temperature difference, ✓(t) [�C],
behaviour for several values of heat power, Pe. This temperature corresponds to the mea-
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sured one at the bottom vertex of the working fluid. Subsequently, results from case 2
are presented in Figure 3.21. Both two first cases are achieved by utilising a real material
(Polystyrene) as insulation. Their main difference lays on whether the influence of fluid
motion in the heat transfer process is considered; i.e., case 1 is a multiphysics problem
and case 2 is a purely heat transfer problem. That assumption was made because the
maximum value of u equals 2.01 ⇥ 10�3 m/s at Pe = 0.1 W, for the working fluid in the
stationary state analysis (Figure 3.15), which could be assumed as a motionless process
for practical purposes. For both cases, the temperature variation is almost similar as is
observed in Figure 3.22. Those differences increase with the heat power (Figure 3.22), due
to the fluid motion is strengthen (case 1), which enhances the heat transfer through the
system. Hence, it is noticed that the system could be simplified as motionless for lower
power losses.

Figure 3.20. Temperatures difference (✓c1(t) [�C]) values at the bottom vertex in
the working fluid, varying the total heat power (Pe [W]), and under time dependent
conditions. Case 1: A multiphysics problem with an insulation material.

Temperature variation for cases 3 and 4, which regard with ideal insulation boundaries,
are showed in Figures 3.23 and 3.24, respectively. Similarly to the others cases, Figure 3.25
displays the differences between these two cases, whose have an ideal insulation. Also,
it is notorious a gain augment related to the heat power whose can be determined in a
tuning process, or avoided in a dimensionless analysis. In both cases, it is recognised the
ideal insulation gave place to unstable responses, which eventually are going to destroy
the system in practise. However, for practical experiments with a delimited time, insulate
the system as much as possible might be guarantee of accurate and faster results. Besides,
when the insulation is poor, i.e. there exists a relatively great amount of leaking heat
power, the determination process fails.

Following the idea of a finite experimental test, and performing additional simulations
for more values of Pe, Figure 3.26 was obtained. On that, temperatures rise faster when
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Figure 3.21. Temperatures difference (✓c2(t) [�C]) values at the bottom vertex in
the working fluid, varying the total heat power (Pe [W]), and under time dependent
conditions. Case 2: A heat transfer problem with an insulation material.

Figure 3.22. Difference between temperatures values at the bottom vertex in the
working fluid (✏ = ✓c1 � ✓c2), from Case 1 (✓c1) and Case 2 (✓c2), varying the total
heat power (Pe [W]).
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Figure 3.23. Temperatures difference (✓c3(t) [�C]) values at the bottom vertex in
the working fluid, varying the total heat power (Pe [W]), and under time dependent
conditions. Case 3: A multiphysics problem assuming ideal insulation.

Figure 3.24. Temperatures difference (✓c4(t) [�C]) values at the bottom vertex in
the working fluid, varying the total heat power (Pe [W]), and under time dependent
conditions. Case 4: A heat transfer problem assuming ideal insulation.
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Figure 3.25. Difference between temperatures values at the bottom vertex in the
working fluid (✏ = ✓c3 � ✓c4), from Case 3 (✓c3) and Case 4 (✓c4), varying the total
heat power (Pe [W]).

the heat power is greater, but slow enough to measure them before the system blow–up.
Therefore, the power generated by an electronic device can be found from (3.13), using
the thermophysical properties of the fluid, as is plotted in Figure 3.27. These results
are approximations with errors dependent of Pe, which can be tuned finding an off–set
level in a practical implementation. Also, the determination can be enhanced by using a
system identification process whilst measurements are acquired, by taking advantage of it
well–known exponential form.

In addition, the influence of using a water–based copper nanofluid was explored as a
mechanism to enhance the heat transfer process in the calorimetric system. For this analy-
sis, Pe was defined equals 0.1 W, and several values of the nanoparticles volume concentra-
tion � [wt/wt%], amongst 0 and 20%, were employed. Difference temperature variations
are showed in Figure 3.28. There is observed an slightly increment in the temperature
value related with �, as it was expected. Nevertheless, this enhancement is only perceived
in the magnitude of ✓. Also, Figure 3.29 displays the determined values of the heat power,
where the best results correspond to the initial fluid, water without nanoparticles. This
could be due the slow motion of the working fluid, and the average heat capacity tends to
the solid material. It is important to continue researching in this kind of implementation
by including external electromagnetic fields to enhance thermal process.
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Figure 3.26. Temperatures difference (✓c4(t) [�C]) values at the bottom vertex in
the working fluid, varying the total heat power (Pe [W]), and under time dependent
conditions. Case 4 with more values for Pe and a shorter elapsed time.

Figure 3.27. Determined heat power (Q̇ = ⇢cV dT (t)/dt [W]) from temperature
values at the bottom vertex in the working fluid, varying the total heat power
(Pe [W]), disregarding Navier–Stokes equations, assuming ideal insulation boundary
conditions, and under time dependent conditions.
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Figure 3.28. Temperatures difference (✓c4(t) [�C]) values at the bottom vertex in
the working fluid, varying the nanoparticles volume concentration (� [wt/wt%]), at
Pe = 0.1 W, considering a multiphysics problem, assuming ideal insulation bound-
ary conditions, and under time dependent conditions.

Figure 3.29. Determined heat power (Q̇ = ⇢cV dT (t)/dt [W]) from temperature
values at the bottom vertex in the working fluid, varying the nanoparticles volume
concentration (� [wt/wt%]), at Pe = 0.1 W, considering a multiphysics problem,
assuming ideal insulation and under time dependent conditions.
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3.4 Experimental implementation

3.4.1 Methodology

The experimental implementations were performed in two stages, such as Characterisation
and Calibration. It was required well-known power dissipation values for these stages.
Thus, an electrical resistance of 100 Ω ± 10%, 25 W max, and a Laboratory DC Power
Supply, Nov@tekTM QJ3005SII, 2⇥0-30V/5A, were employed. Table 3.9 shows the power’s
values defined to carry out the experiments, as well as voltage’s and resistance’s ones, plus
their real values measured after the practical implementation.

Table 3.9: Power values set-up for both characterisation and calibration procedures,
using an electrical resistance of 100 Ω± 10%.

Theoretical Practical
P [W] V [V] R [Ω] P [W] V [V] R [Ω]

1.0 10.000 100 1.00 10.01 100.11
5.0 22.361 100 4.91 22.34 101.55
10.0 31.623 100 9.80 31.61 101.97
15.0 38.730 100 14.72 38.73 101.92
20.0 44.721 100 19.24 44.75 104.80

For the calorimeter characterisation, implementations with known powers from Ta-
ble 3.9 were used, and the corresponding measurements were acquired during at least 40 h
and about 5 min of sampling time. In this work, the air temperature is recorded to monitor
the electronic device’s environment, to avoid jeopardising it during the tests, and to clip
the test’s times. The principal interest resides in determining the water’s temperatures’
changes. Once raw data is obtained, these are preprocessed, averaged and fitted to a known
model. Whereas, this behaviour for the water’s average temperature inside the calorime-
ter is modelled in (3.3) and corroborated with Figures 3.20 and 3.21 (from the numerical
simulation study). The expression for the temperatures’ difference ✓(t) has the well-known
form given in (3.4), which is rewritten with an offset parameter added for fitting purposes,
as follows,

✓̂(t) = ✓1

⇣

1� e�t/τ
⌘

� #, (3.30)

since ✓̂(t) [K] means the temperature variation’s functional with ✓1 [K], ⌧ [s], and # [K] as
real-positive valued unknown parameters. Further, these parameters are correlated with
the material’s thermophysical properties and geometries conforming the system (the water
body) and the energy entering on it, such as ⌧ = RC and ✓1 = Q̇R. As it was mentioned
in Section 3.1, R [K/W] is the thermal resistance, C [J/K] is the heat capacity and Q̇ [W]
is the thermal power. Thereto, data adjustment were conducted through a non-linear
regression process, solving the associated Non-linear Least Squares (NLS) problem (cf.
Section 2.1.3). The minimisation procedure was carried out in two stages via an hybrid
initialise-and-refine strategy forged with Stochastic Spiral Optimisation Algorithm (SSOA)
and, the traditional Levenberg–Marquardt algorithm (LMA). SSOA was proposed as an
enhanced version of DSOA, described in the previous Chapter, and more information about
it can be found in [153].

Consequently, the calibration stage aimed at defining a strategy for determining the
power dissipated by a microelectronic device using, certainly, the characterisation stage’s
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inferences. To perform that, the Ordinary Least Squares (OLS) problem was considered
[170],

�̂
⇤

= argmin
β̂

n

||Y �X�̂||2
o

, (3.31)

which has a well-known solution given by,

�̂
⇤

=
�

X|X
�

�1
X|Y , (3.32)

since �̂ = (�̂0, �̂1)
| is the coefficients’ vector from the linear expression ŷ(x) = �̂0x + �̂1;

Y = h✓i are the temperature’s measurements, X = (t, 1) is a matrix with the time series
and a vector of elements equal one, both two concatenated as its first and second columns;
and || · ||2 is the squared 2-norm. Two manners for determining the heat power were
explored, both of them based on the foundations described in Section 3.1 and using (3.32).
First is based on obtaining the initial slope for the temperature behaviour according to
(3.7), then the heat power is achieved by multiplying that slope with the heat capacity,
such as (3.6). Second approach is inspired on the differential equation’s solution at (3.4)
utilising the experimental values of R and C to find ⌧ and, transforming the exponential
equation to a linear one, with a dummy time series given by t̃ =

�

1� e�t/RC
�

. Likewise,
the obtained slope is divided into R to calculate the heat power. Moreover, the goodness
of these simple linear regressions are assessed via the coefficient of determination, or R
squared quantity (R2), defined in [170] as,

R2 = 1� ||Y � Ŷ ||2

||Y � hY i||2 , (3.33)

since Ŷ is the fitted data and hY i is the average value of Y .

3.4.2 Results and discussion

Figure 3.30 presents the data acquired during for both six sensors, three inside the Main
Chamber (filled with air) and three immersed in the Tank (filled with water), for tests with
4.91, 9.8 and 14.72 W as illustrative examples. These curves are more like staircase signals
when the energy rate is reduced, as it is expected due to the slow changes of temperatures.
Besides, it is noticeable that the sheathed sensors (into the Tank) register less-varied
temperatures when power increases. Hence, the main aim is to read the temperature’s
changes of the working fluid as is shown in Figure 3.31. This plot summarises the conducted
tests as follows: the average measurements and their variations are presented as shaded
strips, and the data adjusted as solid lines. It is important to notice that it is a lack of
information amongst 20 h and 75 h for measurements of 14.72 W, because a quick power
interruption occurred in the laboratory. Immediately the energy returned, the DC Power
Supply started duties but somehow, the microcomputer (acquisition system) was unable
to start the measurement’s daemon.
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(a) Pe = 4.91 W (b) Pe = 9.80 W (c) Pe = 14.72 W

Figure 3.30. Results from three long time (at least 150 h) experiments: tempera-
tures registered by sensors into the Main Chamber and Tank.

Figure 3.31. Fitted curves for the water’s average measurements per experiment

Table 3.10 presents the results obtained from the data fitting procedure, and their
adjustment’s goodness given by the coefficient of determination (R2). In a glance, it is
notorious that ✓1 is close to Pe in magnitude, which means R is near unity. However, it is
known that the relationship between theoretical power and thermal resistance is indirect,
because heat dissipated by the device under analysis (DUA) has to pass through several
media, and heat power losses are inevitable but reduced due to the calorimeter’s insulation.
Heat power entering the water is defined as Q̇ [W] for practical purposes though, and
its liaison with Pe is directly proportional. Likewise, the value of R is determined by
using the time constant (⌧ [s]) and the prior knowledge of the thermal capacity (C [J/K])
via R = ⌧/C. This value is obtained from the average information of water’s volume
(V [m3]) and thermophysical properties (i.e., ⇢ [kg/m3] and c [J/kg·K]) in Tables 3.1 and
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3.4, respectively; which gives place to C = ⇢cV = 167.94 kJ/K. The bias parameter #

serves as numerical time corrector.

Table 3.10: Results from the fitting procedure performed using the data obtained
in the characterisation stage and the model in (3.30).

Pe [W] R2 ✓1 [K] ⌧ [h] # [K]

1.00 0.9943 1.6130 58.1670 0.0210
4.91 0.9992 4.8365 48.6562 0.2006
9.80 0.9997 10.7478 54.6816 0.2798

14.72 0.9999 15.3503 58.2080 0.2049
19.24 0.9998 20.0459 52.8541 0.4193

Figure 3.32 displays the calorimeter’s characteristics found using the above described
analysis. Thermal resistance values are presented in Figure 3.32a, where it is notorious
an average value hRi equals 1.17 K/W with small variations due Pe. Consequently, the
thermal power entering the Tank is calculated as Figure 3.32b exhibits. A linear trend is
observed, where the slope of 0.87 W/W is the total power’s portion reaching the water.

(a) Thermal Resistance (b) Thermal Power

Figure 3.32. Calorimeter’s characteristics determined from measurements.

Afterwards, the linear and exponential approaches to solve the OLS problem (3.32)
were employed with the experimental data from tests carried out according to Table 3.9.
Figures 3.33d to 3.33e display the determined heat power evolution using both approaches,
in a time window of 50 h. In all cases a maximum value is observed in the linear approach,
as expected, due the first slope of this exponential behaviour (cf. (3.4)) is the greatest;
more importantly, it represents the obtained heat power. Despite the fact that it appeared
some time later because the amount of sensed temperatures was insufficient. This feature
reveals a manner to reduce the measurement time without compromising its quality, re-
membering that the determination performed in the characterisation stage required of at
least 50 h, almost a time equals the calorimeter’s time constant. Now, it is evident that
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the exponential approach tends to an stable value whilst more data is considered. It is
mainly due this approach is an amplitude adjustment for a known shape given by the time
constant previously found. Final determination is enhanced when more data is consid-
ered. Summarising, the linear approach is fast but obtains acceptable results; conversely,
the exponential approach achieves good-enough results but is slow. Then, it is possible
to combine the both approaches to take advantage of their key features, i.e., to use the
linear approach as a stopping criterion, and the exponential as a determination criterion.
When the thermal power is achieved, it is required an adjustment. Figure 3.33f presents
the relationship between the obtained heat power Q̇ exciting the water and the power dis-
sipated by the analysed device. Withal, Table 3.11 details the power’s determinations and
their elapsed times, those decrease when Pe is increased. It is straightforward to observe
the linear tendency betwixt Pe and Q̇, which corroborates the information visualised in
Figure 3.33f.

(a) Pe = 1.00 W (b) Pe = 4.91 W (c) Pe = 9.80 W

(d) Pe = 14.72 W (e) Pe = 19.24 W (f) Power relationship

Figure 3.33. Determination of the heat power using two iterative approaches and
varying the power source’s value.

Taking advantage of above mentioned, a time-reduced measurement procedure can be
implemented. Then, a resulting strategy for measuring the power dissipation, using the
non-conventional calorimeter, is outlined in Pseudocode 5. These steps were coded and
implemented for monitoring the sensing procedures in real-time.
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Table 3.11: Determined heat power from several experiments varying the power
source.

Theoretical power Experimental power Elapsed time Power’s difference

Pe [W] Q̇ [W] te [h] Q̇/Pe [W/W]

1.00 1.2878 23.47 1.2878
4.91 4.2553 17.65 0.8667
9.80 8.8658 16.04 0.9047
14.33 12.5007 18.16 0.8492
19.58 17.2162 12.56 0.8793

Pseudocode 5. Strategy for determining the power dissipated by a microelectronic device.

Input: Ambient temperature (Ta [�C]), Heat capacity (C [J/K]) and Thermal resistance
(R [K/W]). Adjustment’s function (Pe = f(Q̇)).

1: Consider the liner model: ŷ(x) = �̂0x+ �̂1.
2: repeat
3: Read the current temperatures and their times (✓, t) for each sensor.
4: Obtain h✓i by preprocessing and averaging the temperatures.
5: Find ✓̂1 by OLS, with h✓i and t, and obtain R2. . Linear Approach
6: Calculate Q̇1 = C�̂0, employing �̂0 from the previous step.
7: Determine t̃ =

�

1� e�t/RC
�

as a dummy time series.

8: Find ✓̂2 by OLS, with h✓i and t̃, and obtain R2. . Exponential Approach
9: Calculate Q̇2 = �̂0/R, employing �̂0 from the previous step.

10: Obtain Pe with Q̇2.
11: Print relevant results and verify R2 information.
12: until max{Q̇2} is reached or no more data is available
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3.5 Conclusions

In this work, a non-conventional calorimeter is proposed as a complementary tool for ther-
mal management applications in microelectronic devices. This system was designed as a
horizontal cylindrical geometry and based on natural convection, without external power
sources for the system’s operation. The calorimeter is composed of five parts,i.e., the En-
closure, Coat, Tank, Heat Sink and Cover, since the Tank and Heat Sink are the classical
principal components, such as the fluid reservoir and main chamber, used in calorimet-
ric applications. The proposed system was built using chiefly expanded polystyrene and
polyurethane foams, steel and aluminium materials, and common water as working fluid.
It was instrumented employing six digital thermometers, three of them were sheathed in
a stainless steel waterproof case, and a minicomputer to monitoring, processing and pub-
lishing the current process status.

Later, the calorimeter was modelled and numerically simulated employing a symmetry-
based reduced system. At first, the stationary state analyses of the reduced system gave us
useful information for the correct placement of temperature sensors. Also, results showed
the reduced scale of the fluid motion inside the reservoir filled with the working fluid, which
allowed a reduction of the problem complexity. Hence, four sets of time dependent simula-
tions were considered with the features of whether include the fluid motion (Navier-Stokes
equations), as well as, the inclusion of a practical or ideal insulation. From these analy-
ses, it was observed the importance of employ an excellent insulation for the calorimetric
determination of the electronic device power losses. In other words, it was realised that
the desired operation of system, in the heat transfer sense, lays on trying to “slowly burn
it up”. Also, it was performed a preliminary study about the influence of using a water–
based copper nanofluid, with difference nanoparticles concentrations, as working fluid in
the calorimeter. There was observed slightly enhancements on the determination, which
could be inconclusive for practical purposes.

Finally, the calorimeter was experimentally implemented utilising well-known power
dissipation values for its characterisation and calibrations. Experimental results corrobo-
rated the knowledge acquired in the numerical simulation of the reduced-system. It was
found that the calorimeter system can be simplified using a lumped circuit model with
R = 1.17 K/W, and C = 167.94 kJ/K. This values laid out information about the time
constant for the system, about 50 h, with the water’s temperature behaviour as the response
of an ordinary first order system. Furthermore, an strategy for determining the power dis-
sipated by a microelectronic devices was defined, aimed to reduce the time elapsed for a
power measurement, because more than 50 h could jeopardise the microelectronic device.
Nonetheless, it could be useful to test the robustness of these devices. Those long term
experiments, mainly due calorimeter’s physics, which is governed by natural convection as
the heat transfer mechanism, were reduced with the proposed strategy to 23.47 h, at most.
It was noticed that measuring times decrease with greater power dissipations. The non-
conventional calorimeter was tested with powers from 1.00 W to 20 W, However, power
dissipation values greater than 20 W can be detected with ease, monitoring the chamber
temperature to avoid any malfunctioning in the electronic component. Conversely, the
system in its current state is incapable of detect powers below 1.00 W, thus additional
improvements must be performed to allow that.





Chapter 4

Summary

This research reported an alternative methodology for solving the well-known thermal man-
agement problem of microelectronic components. The methodology is divided in two parts,
which consist on the optimal design procedure for heat sinks and the power dissipation mea-
surement using a non-conventional calorimeter. The strategy studied in the first part is
based on the entropy generation minimisation (EGM) criterion and modern optimisation
methods. Second part constituted the creation procedure, from the conceptual designing
to the practical implementation, of the non-conventional calorimeter for the measurement
of microelectronic power dissipation. This calorimeter is proposed as a complementary tool
for thermal management applications in microelectronic devices, such as to determine the
heat power generation eventually utilised in a particular-purpose cooling system design-
ing. In addition, this work deploys various areas of interest to continue researching and
generating new knowledge. Some of the topics that surely are going to be investigated are
presented in Section 4.1 as future works. Finally, all results reported in this document,
further other related work performed during this research period, were peer-reviewed and
published in specialised journals or presented in scientific conferences. A detailed list of
them is displayed in Section 4.2.

4.1 Future works

• To perform a comprehensive simulation of the entire system considering different
conditions and alternatives for the calorimeter’s improvement. Some of them could
be, e.g., considering a working fluid with greater heat capacity than water and adding
a mixing mechanism to boosting up the convection process. Moreover, it was found
that nanoparticles in the working fluid slightly enhance the calorimetric performance,
which could be increased by integrating an electromagnetic field.

• To study the effect of the number of plate-fins in the radial heat sink and the related
discrepancies between the designed and the manufactured heat sink.

• To extend the calorimeter’s model considering the characterisation of the heat transfer
from the main chamber to the working fluid. Further features can be distinguished
such as film coefficients, total power losses, etc.

• To improve the temperature sensors’ sensitivity immersed in the working fluid, be-
cause the waterproof sheathed affected drastically their measurement giving place to
staircase-shaped temperature curves.

73
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• To implement and improve the digital signal processing mechanisms carried out in
the present study.

• To explore other modelling strategies, which could contribute to the general under-
standing of the tackled phenomenon, e.g., the calorimetric analysis of microelectronic
components under the theory of fractional calculus.

• To disseminate the results found here in the academy and, especially, in the training
of future engineers and technicians.
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