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Abstract

Nowadays, online media has become one of the principal sources of news consump-
tion. People and news organizations use online media such as news websites and
social media to stay informed and distribute information. These sites offer different
advantages such as reduced costs, adaptability, easy access, and quick distribution
of information. Nevertheless, the extensive dissemination of information on these
sites has led to the existence of fake news. Fake news contains intentionally fabri-
cated false information or alterations of real events. This type of news aims generate
biased ideas and beliefs in society. To stop the spread of fake news for the benefit
of society and new organizations, there is a current trend to develop systems that
automatically detect them, since doing a manual fact-checking is practically impos-
sible. In this thesis, we present a study for the problem of automated fake news
detection in online media using the textual content from the news. We collected
different datasets that contain news extracted from variety of news websites and so-
cial networks to solve this task. The datasets we collected are: COVID Fake News,
LIAR, FakeNewsNet, ISOT, The Fake News Corpus Spanish and Fake Costa Rica
News. In addition, the verification of the veracity of the news in the datasets was in
charge of organizations such as PolitiFact, Gossip Cop, Verificado, etc. With these
datasets, we conducted a series of experiments with different machine learning and
deep learning models using a set of superficial and deep features extracted from the
text. To evaluate our models, we use a set of metrics to measure their performance.
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Resumen

Hoy en d́ıa, los medios digitales se han convertido en una de las principales fuentes
de consumo de noticias. Las personas y las organizaciones de noticias utilizan los
medios digitales, como los sitios web de noticias y redes sociales para mantenerse
informados y distribuir información. Estos sitios ofrecen diferentes ventajas como
costos reducidos, adaptabilidad, fácil acceso y rápida distribución de la información.
Sin embargo, la amplia difusión de la información en estos sitios ha dado lugar a la
existencia de noticias falsas. Las noticias falsas contienen información falsa fabricada
intencionalmente o alteraciones de hechos reales. Este tipo de noticias tiene como
objetivo generar ideas y creencias sesgadas en la sociedad. Para frenar la difusión de
noticias falsas en beneficio de la sociedad y de las nuevas organizaciones, existe una
tendencia actual a desarrollar sistemas que las detecten automáticamente, ya que
hacer una verificación manual es prácticamente imposible. En esta tesis, se presenta
un estudio para el problema de la detección automática de noticias falsas en medios
digitales utilizando el contenido textual de las noticias. Se recopilaron diferentes
conjuntos de datos que contienen noticias extráıdas de varios sitios web de noticias
y redes sociales para resolver esta tarea. Los conjuntos de datos que recopilamos
son: COVID Fake News, FakeNewsNet, ISOT, The Fake News Corpus Spanish y
Fake Costa Rica News. Además, la verificación de la veracidad de las noticias en
los cojuntos de datos estuvo a cargo de organizaciones como PolitiFact, Gossip Cop,
Verificado, etc. Con estos conjuntos de datos, se realizaron una serie de experimentos
con diferentes modelos de aprendizaje de máquina y aprendizaje profundo utilizando
un conjunto de caracteŕısticas superficiales y profundas extráıdas del texto. Para
evaluar los modelos, se utilizaron un conjunto de métricas para medir su desempeño.
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Chapter 1

Introduction

In recent years, the number of people using the internet to stay informed of the
latest news has grown exponentially. It is estimated that in 2020, around 86% of
adults in the U.S. used the internet to stay informed 1. Online media such as news
websites (e.g., CNN, El Universal, Fox News, etc.) or social media (e.g., Facebook,
Twitter, YouTube, etc.) are the main websites people use to consume news. In
2020, news websites or apps were used by 68% of U.S. adults 2.

Recently, news organizations and individuals have preferred to use online media
over other traditional media (e.g., T.V. or radio) for different advantages, such as
low cost of publication and rapid dissemination of information. Nevertheless, online
media is seen as a double-edged sword. Despite the versatility offered by these sites,
they have also become a channel for misinformation, which has led to the spread
of news denominated fake news. Fake news can be defined as news that contains
information intentionally fabricated or alterations to real events. The main objective
of this type of news is to persuade society for different purposes, such as generating a
political influence, damaging the reputation of an organization or a person, financial
purposes, among others. Fake news can spread quickly among users thanks to the
rapid diffusion of the information offered by news media and social media. In some
cases, it can spread faster than real news causing a negative impact on society and
news organizations [1].

In this direction, to mitigate the damage caused by fake news to the news ecosys-
tem and society, it would be necessary to develop methods based on machine learning
and deep learning algorithms to identify fake news automatically since the manual
checking of news is impossible. In recent years, the automatic identification of fake
news in online media caught the attention of researchers since it poses several new
and interesting research problems. Nevertheless, different issues made this task com-
plex and unique. For example, the content of fake news is diverse in terms of the
topics covered in it. Similarly, fake news makes use of different linguistic styles to
distort the truth. In addition, some fake news uses factual information cited in the
wrong context to mislead consumers [2].

In this work, we present a study that addresses the problem of fake news identi-
fication in online media using the textual content from the news. We mainly focus
on sites with easier access and a great abundance of fake news, such as news pages
and social networks.

1https://pewrsr.ch/383BbNz
2https://pewrsr.ch/3eBhmQV
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For this research, we decided to collect different datasets to conduct several
experiments for the task. The datasets we collected are: COVID Fake News 3,
LIAR [3], FakeNewsNet [4], ISOT [5], The Spanish Fake News Corpus [6] and Fake
Costa Rica News 4. These datasets are conformed with news from different news
sources, such as CNN, El Universal, Fox News, CBS, etc. Likewise, some datasets
have news from different social networks, such as Facebook and Twitter. The truth-
fulness of the news in these datasets was in charge of different organizations, such
as PolitiFact, Gossip Cop, Verificado, among others. The majority of the datasets
collected are conformed with news in English except for The Spanish Fake News
Corpus and Fake Costa Rica News that are in Spanish. We conducted several ex-
periments with these datasets using different superficial and deep features extracted
from the textual content from the news that lately were combined with different
machine learning and deep learning models for automatic fake news detection.

1.1 Motivation

The internet has become one of the principal communication channels among people
and news organizations. It is estimated that in 2020, approximately 4.5 billion people
were active internet users 5. Many of these users use online media such as social
networks, microblogs, news pages, etc., as primary sources for news consumption.
For example, in 2020, 20% of the adult population who represents active users on
the internet in the U.S. consumes news through news sites such as CNN.com or
Yahoo News 6. Twitter, which is one of the most popular social networks in this
country, it is used by 17% of the adult population to consume news 7. In Mexico, it
is estimated that around 20% of the active internet users consume news from sites
such as Aristegui Noticias or El Universal online 8. Thus, gradually, online media is
becoming one of the leading sources for news spreading.

On the other hand, this widespread information has led to the existence of fake
news. Fake news has become a global issue that causes negative repercussions on
society and the news industry. This type of news can generate disinformation and
false ideas among people. For example, during the 2016 U.S. presidential election,
a massive wave of fake news spread in online media, creating biased ideas among
voters [7]. Likewise, due to the COVID-19 pandemic, a considerable quantity of fake
news was spread among users and news organizations, creating speculation if the
pandemic was real or not or if the vaccines were dangerous or not. The credibility
of the news industry is also affected by fake news. Since 2017, U.S. news companies
such as CBS and NBC have seen reduced credibility from consumers due to the
boom of fake news 9.

In this direction, the identification of fake news has become an essential task
that benefits society and news organizations but also the governments that have
been equally affected by fake news. Moreover, identifying fake news would provide

3https://bit.ly/3zB1XZZ
4https://bit.ly/3wduNx6
5https://bit.ly/3xHJY2r
6https://bit.ly/3hALLAO
7https://bit.ly/3khSdyk
8https://bit.ly/3B4vL1t
9https://bit.ly/3ePxDSB
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a healthier news ecosystem. For example, consumers could access the news to help
them create their own criteria about a specific topic without fear that these are built
on false information. In addition, the news industry would be benefited since the
content of the news would have a higher level of veracity, and the news companies
focused on creating fake news would have less penetration among consumers.

The identification of fake news must be made automatically because the large
amount of information and rapid dissemination that it has on the internet makes
a manual review impossible. On the other hand, the problem of automatically
identifying fake news is far from being solved, despite the investigations that have
been done.

1.2 Objectives

The main objective of this thesis is to build different machine learning and deep
learning models to automatically detect fake news generated in online media. Using
different superficial and deep learning features extracted from the textual content,
and measure their performance for the task.

The specific objectives of the automatic fake news detection in online media are:

• Collect different datasets.

• Statistically describe the datasets.

• Extract a series of superficial features such as words, emojis, hashtags, abbre-
viations, ats and links.

• Extract a series of deep features such as GloVe, Word2Vec and fastText.

• Use the textual content to create machine learning models such as Logistic Re-
gression, Support Vector Machines, k -Nearest Neighbors, etc., and deep learn-
ing models such as Long-Short Term-Memory networks, Bidirectional Encoder
Representations from Transformers, etc.

• Experiment with the built machine learning and deep learning models, and
evaluate them using accuracy, F1 macro and AUC-ROC as performance met-
rics.

1.3 Literature Review

The quick dissemination of information through the internet has resulted in an
exponential growth of fake news. Therefore, automatic fake news identification on
online media is a task that has become relevant in recent years. In this task, the
main objective is to predict if a piece of news is true or false based on its content
features [8].

Researchers have used different approaches to tackle the problem of the iden-
tification of fake news. For example, in [9] the authors used the number of gram-
matical errors found in the fake news and combined it with a Näıve Bayes classifier,
obtained results of 0.75 in accuracy. In [10, 11] they used the textual content ex-
tracted from the news and compared with different machine learning models, being

CHAPTER 1. INTRODUCTION 13
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Support Vector Machines, the classifier with the highest accuracy of 0.92. In [12]
the authors used an n-gram approach for representing different contexts from the
news, as well as to generate features to classify it with different machine learning
models. The model with the best results was a Support Vector Machines with a
linear kernel which obtained 0.92 on accuracy. The authors in [13] used pre-trained
GloVe word embeddings as weights in the embedding layer of deep learning mod-
els such as Recurrent Neural Networks (RNN) and Covolutional Neural Networks
(CNN). A Bi-directional Long Short-Term Memory (Bi-LSTM) archived the best
result, obtaining 0.98 for accuracy. Similarly, in [14] the authors used pre-trained
GloVe vectors but proposed a deep CNN model that used multiple hidden layers to
learn the discriminatory features from the fake news. The best result was obtained
by combining the proposed CNN model and GloVe with a 0.98 on accuracy.

On the other hand, some studies have used textual content and visual content
extracted to identify the fake news. In [15] the authors used a combination of text
and images from the news. They used a CNN to extract informative features from
the text and a pre-trained model VGG19 [16] to extract the visual features from
the images. The results obtained in this research were 0.82 for accuracy, 0.84 for
precision and 0.82 for F1 macro.

Recently, one of the forums where the problem of fake news is studied is the
MEX-A3T. This forum is part of IberLEF (Iberian Languages Evaluation Forum).
In the last edition, the organizers introduced the task of identifying fake news in
Spanish [17]. The participants used different approaches to solve this task. For
example, in [18] the authors used a pre-trained BERT (Bidirectional Encoder Rep-
resentations from Transformers) model with Spanish encodings and combined with
words and char n-grams vectors obtaining 0.85 in F1 macro and 0.85 in accuracy [19].
The authors in [20] used a combination of binary text representation in conjunction
with a bag-of-words model. These features were combined with a Support Vector
Machines and obtained results of 0.81 in accuracy and 0.80 in F1 macro. In [21],
the authors used an approach using text representation with tf-idf and combined
with different machine learning models, being Support Vector Machine the model
with the best results of 0.81 in F1 macro and 0.81 in accuracy.

Despite the variety of approaches in the field of fake news identification, further
development and research in this area is necessary to create more robust systems to
filter out this type of news, considering that this problem is growing exponentially,
affecting society and news organizations, and it is far from be solved.

14 CHAPTER 1. INTRODUCTION



Chapter 2

Theoretical Framework

In this chapter, we describe the techniques and methods used in our research. In the
first part, we present the methods we used to process the news’s textual content.
Thereafter, we describe the operation of the machine learning and deep learning
models used in this work. Lastly, we present the metrics used to evaluate the
performance of the machine learning and deep learning models selected for this
work.

2.1 Pre-processing Data Methods

Data can come from different sources such as sensors, social media, storage records,
etc. Nevertheless, because most of the systems that gather data are often poorly
controlled, this gives as a result that the data present out-of-range values, missing
values, noisy values, etc. In this direction, pre-processing data is one of the essential
steps to prevent errors or biased results during the experimentation phase.

2.1.1 Cleaning Process

Nowadays, we can gather data from different internet sources such as social media,
news web pages, microblogs, etc. The data found on these sites is in various forms,
for example, images, text, video, audio, etc. Nevertheless, one of the problems
presented during the gathering process is that the data come with different incon-
sistencies that may affect another process. For example, missing or out-of-range
values can cause longer execution times or inaccurate results. Additionally, some
organizations and companies may be affected by unclean data in the decision-making
process.

In this direction, the data cleaning process aims to smooth noisy data, identi-
fying or removing dirty data that can cause confusion in any model that requires
correct data pre-processing. Different tools can help standardize data properly in
this process, such as scripts, programs, specialized libraries, etc. In Figure 2.1 we
present a general idea of the concept of the data cleaning process. We can observe
on the left side we have two pieces of news in which we find words in English and
Spanish combined with other elements such as links, punctuation marks, and upper
case letters. On the right side of the figure, we see the result of this process where
we observe only the words kept and converted to lowercase.

15
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La palabra "haiga", aceptada por la RAE La Real
Academia de la Lengua (RAE), ha aceptado el uso de
"HAIGA", para su utilización en las tres personas del
singular del presente del subjuntivo del verbo hacer,
aunque asegura que la forma más recomendable en la
lengua culta para este tiempo, sigue siendo "haya".

A video supposedly showing a dead COVID-19 victim
raising his hand while being lifted away by health workers
proves the global pandemic is a
hoax. youtu.be/3zMVH38FqMA

Dirty  data Clean  data

Cleaning process

a video supposedly showing a dead covid-19 victim
raising his hand while being lifted away by health workers
proves the global pandemic is a hoax

la palabra haiga aceptada por la rae la real academia de la
lengua rae ha aceptado el uso de haiga, para su utilización
en las tres personas del singular del presente del
subjuntivo del verbo hacer aunque asegura que la forma
más recomendable en la lengua culta para este tiempo
sigue siendo haya 

Figure 2.1: Representation of the cleaning process of text data.

In this work, we focused on the textual content in which we can apply several
techniques. One of these techniques is the tokenization that consists in breaking
a piece of text into tokens. Tokens could be phrases, words, symbols or another
character sequence that has a meaningful structure. For example, we can perform
this technique separating the sentences in the text by white space. The result of
this process will be the extraction of only the words from the sentences. Likewise,
we can use different separators such as punctuation marks, line breaks, tabs, among
others. Regular expressions, also known as RegEx, are another way to perform the
process of tokenization. Regular expressions are a set of encoded strings used to
match patterns in the text strings [22]. There is a variety of regular expressions
that can help us to extract different features from the text. For example, we can
create a regular expression to match only the links in a text. Another technique used
in the cleaning process consists of convert all the letters to lowercase. Nevertheless,
this process can cause problems as some words have different meanings when they
start with capital letters or capitals.

In the cleaning process of the textual content, we may face other problems where
tokenization or regular expressions are insufficient to clean the data. In most lan-
guages, there is a set of words more commonly used than others. These words are
known as stop words [23]. In English, for example, words such as “the” or “an”
appear more frequently in sentences. In Spanish, we can also find examples of stop
words such as “de” or “que”. Thus, removing these types of words may not affect
the meaning of phrases or sentences. To perform this technique, it is required to
have a list of stop words available based on the language in question. Some tools
facilitate the task of removing stop words from the text. For example, the NTLK
(Natural Language Toolkit) library [24] contains lists of stop words for different
languages and makes this task easier.

2.1.2 Transformation Process

The data transformation is an important step when working with machine learning
and deep learning models. In these models, the algorithms work with numbers,
specifically with matrices of numbers. For this reason, data in a raw format cannot
be used as input. In this work, we focus on textual content that is a sequence of
characters. Therefore, it is necessary to convert the data into a suitable form.

16 CHAPTER 2. THEORETICAL FRAMEWORK
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tf-idf

In the transformation data process, one of the most popular techniques is term-
frequency-inverse-document-frequency (tf-idf ). This method measures the impor-
tance of a word for a document in a collection of documents. This technique is
defined by Equation 2.1.

tf-idft,d = tft,d × idft (2.1)

Equation 2.1 consists of two steps, the first one, tft,d (term-frequency), corre-
sponds to the frequency of a term t in a document d. An easy way to perform this
step is to count the number of times a word occurs in a document. Nevertheless, us-
ing a raw count can present some problems, since some documents vary considerably
in length. In this case, an adjustment used is a term weighting that is proportional
to the term frequency [25].

The second step consists of idft (inverse-document-frequency) which is defined
by Equation 2.2 where N corresponds to the total number of documents and dft is
the number of documents where the term t appears.

idft = log
N

dft
(2.2)

The result of this process is a term-document matrix. In Figure 2.2 we can see
a schematic representation of the tf-idf process. In this figure, we calculate the tf

and the idf (both in blue) for a set of documents (in orange). After multiplying
these terms, we obtain the term-document matrix (in green) where each cell has a
tf-idf value for each term of each document. The x-axis represents each document,
while the y-axis represents each term.
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Figure 2.2: Representation of the tf-idf method.

GloVe

GloVe (Global Vectors) is an unsupervised learning method in which words are
represented through vectors. The way GloVe represents a word with a vector is by
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using a large set of documents. It calculates the ratio of probabilities obtained from
a word-word co-occurrence matrix. To calculate these probabilities, the model used
Equation 2.3. This equation calculates the probability of word j appearing in the
context of word i [26].

Pij = P (j|i) (2.3)

In Figure 2.3, there is a schematic representation of how GloVe generates a
semantic relation between words. For example, we can see that the words “King”
and “Queen” are in the same context. At the end of the learning phase, we would
have each word represented as a vector.

King

Queen 

Woman

Man

Aunt

Uncle 

Madam

Sir

Figure 2.3: Representation of the GloVe semantic search.

Word2Vec

Word2Vec is a method that helps us to represent words as feature vectors. This
method employs a feed-forward neural network with a single hidden layer that uses
text data as an input to generate the output vectors [27].

In Figure 2.4, we can see a schematic representation of how the neural network
of Word2Vec works. First, we create a vocabulary with unique words from our set
of documents. Then, we create a vector according to the size of our vocabulary,
filled with zeros except for the position of the word we want to represent. This
vector will be the input of the neural network, the weights of the hidden layer will
help represent a word as a feature vector. Finally, in the output layer, we have the
context word probability in relation to the other words in the vocabulary.

fastText

Introduced by the Facebook Research AI team [28], fastText is another method to
represent words as features vectors. This method is an extension of the Word2Vec
model. The main difference between Word2Vec and fastText is that fastText repre-
sents a word as an n-gram of characters. An n-gram is a contiguous sequence of n
number of characters from a given instance of text.

In fastText, the n-grams of a word are used as input for a feed-forward neural
network. For example, instead of using the word “cold” as an input, fastText obtain
the n-grams that will be: <co, col, old, ld>, with an n=3. The angular brackets
represent the beginning and the end of a word. The process continues using a
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Figure 2.4: Feed-forward neural network that Word2Vec uses.

neural network with an architecture similar to the one we see in Figure 2.4, where
the weights of the network are used as feature vectors.

2.1.3 Normalization Process

Data normalization is a common step in the pre-processing phase of a data mining
project. This step aims to transform the data into a standard range. For example,
convert the measurements units from meters to inches or kilograms to pounds.

For text content, there are a variety of techniques for normalizing data, such as l2-
norm, l1-norm, and max norm. The l2-norm, also known as Euclidean normalization,
is one of the most popular normalization technique. This is defined by Equation 2.4
for a vector x, which is an n-dimensional vector with values x1, x2, · · · , xn.

‖x‖2 =
√

x2
1 + x2

2 + · · ·+ x2
n (2.4)

The normalization process of the vector x is given by the Equation 2.5, where
xN is the vector x normalized.

xN =
x

‖x‖2
(2.5)

2.2 Machine Learning and Deep Learning Models

Machine learning (ML) is a subarea of artificial intelligence (AI) where, through the
use of algorithms, computers learn to recognize complex patterns based on data.
With this learning, computers can autonomously perform tasks such as facial recog-
nition, self-driving cars, speech recognition, etc.

Deep learning (DL) is a subdiscipline of machine learning. Deep learning uses the
concept of artificial neural networks where three layers or more are used to identify
complex patterns and extract various features from the input data.

There are different approaches that machine learning and deep learning models
use to learn. Supervised learning is a widespread technique among machine learning
and deep learning models. Models that use supervised learning have a set of variables
X, which corresponds to the training data; a set of Y variables, which are labels of
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the corresponding provided class. The main objective is to learn a mapping function
or weights to predict the output variables of a new set of variables never seen by the
model.

In this work, we use supervised learning in all the models we implemented.
We provide the labeled instances to their corresponding class. In this section, we
describe the machine learning and deep learning models used in this thesis.

2.2.1 Support Vector Machines

This model was developed by Vladimir Vapnik at the AT&T Bell laboratories [29].
The objective of this model is to find a hyperplane that represents a boundary to
separate the instances from one class to another.

The methodology followed by SVM to find the hyperplane is that given a set
of n points of the form [(x1, y1), · · · (xn, yn)], where yn represents to which class xn

belongs, tries to find the maximum-margin hyperplane that divides the points xn

with its corresponding class. SVM uses Equation 2.6 to find the hyperplane, where
x is a set of points, w is the normal vector and b is the distance from the hyperplane
to the origin.

w · x+ b = 0 (2.6)

2.2.2 Logistic Regression

Logistic regression is a classification model that uses probability to model a cate-
gorical output of a given number of input features. This model uses Equation 2.7
to calculate the probability that a feature set represented by the vector x belongs
to a class (e.g., true or false). In Equation 2.7, β0 is the bias and β1 is the weight of
the input vector of features x.

P (x) =
e(β0+β1x)

1 + e(β0+β1x)
(2.7)

Applying natural logarithm (ln) two both sides of the Equation 2.7 and solving
it, we obtain Equation 2.8. In Equation 2.8, the odds of a class are calculated. The
odds are the probability of an event divided by the probability of a no-event.

ln(odds) = β0 + β1x1 (2.8)

2.2.3 Random Forest Classifier

Random Forest is an ensemble model that combines a series of methods for an
identification task. In particular, this ensemble uses Decision Trees and calls it
forest [30]. Random Forest uses a sampled random vector with the same distribution
for all the trees in the forest. Then, each tree votes and the class with the majority
of votes is chosen.

In Figure 2.5, we can see a schematic representation of this technique. We have
four trees that vote for a class. In the final part, the algorithm chooses the class
with more votes.
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Figure 2.5: Representation of the process in a Random Forest Calssifier.

2.2.4 Näıve Bayes Classifier

Näıve Bayes Classifier is a model based on the Bayes’ probabilistic theorem. This
theorem developed by Thomas Bayes is defined by Equation 2.9 which shows the
probability of an event occurring given the knowledge before that event. In Equa-
tion 2.9, P (A) is the probability that A occurs; P (B) is the probability that B

occurs; P (A|B) the probability that A occurs given B; P (B|A) the probability that
B occurs given A.

P (A|B) =
P (A)P (B|A)

P (B)
(2.9)

With Equation 2.9 we can define a Multimodal Näıve Bayes that predicts the
conditional probability to identify if a document belongs to a class or another. In
Equation 2.10, P (ci|dj) is the probability that document dj belongs to the class
ci; P (dj|ci) is the probability of the documents dj given a class ci; P (ci) is prior
probability of a class ci; P (dj) is the prior probability of dj.

P (ci|dj) =
P (ci)P (dj|ci)

P (dj)
(2.10)

2.2.5 k-Nearest Neighbors

k -Nearest Neighbors (KNN) is an instance-based classifier. This classifier determines
the class of a instance by its nearest neighbors [31]. The algorithm stores instances
that contain a set of feature vectors and the corresponding class labels from a training
set. Then, using a test feature vector, the model classifies this vector by the most
frequent class among the k training instances nearest to that test vector. The
variable k represents the number of neighbors and is a constant defined by the user.

The nearest neighbors are found using different distance functions such as the
cosine similarity which is defined by Equation 2.11, where x and y are vectors.
Cosine similarity ranges from 0 to 1, where 0 is not similar and 1 is similar.

CHAPTER 2. THEORETICAL FRAMEWORK 21



Automatic Fake News Detention in Online Media

SIM(x,y) = cos(θ) =
x · y

‖x‖ · ‖y‖
(2.11)

2.2.6 Reconstructive Models

Reconstructive models use statistical properties from diverse techniques to classify
unseen documents. Based on the idea of reconstructing new documents using a
transformation matrix computed from similar documents. These models have been
used in the classification of emails [32] and categorization of general documents [33].

At the end of the processing phase, we have a features matrix X with dimen-
sions m × n where m is the number of instances and n is the size of the extracted
vocabulary. We have a Y matrix of dimensions n× 1 that contains the classes that
correspond to the instances of the matrix X. Using the labels, we can represent the
matrix X as X = [X1, X2, · · · , Xi] where Xi is the matrix that corresponds to the
ith class.

During the training phase, the algorithm computes a set of projection matrices
Wi for each matrix of the class Xi using Equation 2.12.

Xi = ZiW
T
i (2.12)

Afterward, using Equation 2.13 we obtain a matrix Zi which is a low-rank matrix
of the class Xi.

Zi = XiWi (2.13)

In Equation 2.13, Wi is a projection matrix with dimensionsm×r. The objective
is to find an optimal matrix W that represents a minimum loss of information. At
the end of the training process, we obtain a set of projection matrices for each class
{W1,W2, · · · ,Wi}.

In the test phase, the algorithm takes an unseen instance vector q and projects it
over the low-rank space with the corresponding projection matrix Wi for each class.
The result is a reduced vector pi for each class as we see in Equation 2.14.

pi = qWi (2.14)

Subsequently, we obtain a reconstructed vector q̃i for each class and every re-
duced vector pi will be built in the same space using the projection matrices Wi as
seen on Equation 2.15.

q̃i = piW
T
i (2.15)

The process continues using Equation 2.11 to calculate the similarity between
each vector q̃i and the original vector q as SIM(q̃i,q), where the index of the
maximum similarity will be the class of the instance vector q.

There are different ways to compute the W matrix. However, the most common
way to obtain this matrix is through the use of methods such as Principal Component
Analysis (PCA), Singular Vector Decomposition Reconstructive (SVDR) and Non-
Negative Matrix Factorization Reconstructive (NMFR).
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2.2.7 LSTM

Long Short-Term Memory (LSTM) neural networks are a class of Recurrent Neural
Network (RNN) [34]. RNN presents a short-term memory issue called vanishing
gradient [35], where the information may fade through the layers during the training
phase. This problem prevents the neural network’s weights from being updated since
the gradient values are in charge of updating these weights. As a result, if these
values become too small, they do not contribute to the neural network learning.

To solve the vanishing gradient problem, an LSTM uses a mechanism of gates to
regulate the flow of information through the layers. For example, in Figure 2.6, we
can see a representation of an LSTM unit. We can see that we have three different
gates: forget gate, update gate and output gate. The forget gate receives an input
Xt and a previous hide state ht−1, combining these two inputs and with a sigmoid
function, and decides if it keeps the information or not.

× +

σ σ tanh

×

tanh

×

Xt

ht-1 ht

Ct-1 Ct

Forget Gate Update Gate Output Gate

σ

Figure 2.6: Representation of an LSTM unit.

The update gate consists of two steps. First, we take the previous hidden state
ht−1 and the current input Xt and combine these two inputs with another sigmoid
function where values close to one will be kept. Second, we take the same two inputs,
but instead of using a sigmoid function, we use a hyperbolic tangent function (tanh).
Finally, we multiply (×) these two outputs and get the update gate’s output.

To calculate the new cell state Ct, the network takes the previous cell state Ct−1

and multiplies it with the output of the forget gate. Then, using the output of the
update gate and adding (+) it with the result of the multiplication of the forget
gate and the previous state, we get the new cell state Ct.

The new hide state ht is the result of the multiplication of combining two ele-
ments. The first one is the combination of ht−1 and Xt, passing it through a sigmoid
function. In the second one, we take the new cell state Ct and filter it through a
tanh function. At the end of this process, we get the new ht.

2.2.8 Bi-LSTM

Bi-directional Long Short-Term Memory (Bi-LSTM) are neural networks that use
two LSTM units together in their architecture [36]. In this model, one LSTM unit
is used to process information in a forward direction, and the other unit is used
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in a backward direction. The objective of Bi-LSTM is to predict an output more
efficiently, having more information from the input. For example, in the sentence: “it
may be quite simple, but now it is done”, Bi-LSTM networks process the information
from left to right and from right to left. Thus, the network can increase the amount
of knowledge of which word can precede or follow the word but.

In Figure 2.7, we can see a representation of a Bi-LSTM neural network. We
observe that it has two blocks conformed by n number of LSTM units. The first
block, forward LSTM, uses the information in a forward way. Similarly, the back-
ward LSTM block takes the input but it is operated from a right to left direction.

LSTM LSTM ... LSTM 

LSTM LSTM ... LSTM 

Input

Output

Forward LSTM

Backward LSTM

Figure 2.7: Representation of a Bi-LSTM network.

2.2.9 GRU

Gated Recurrent Unit (GRU) is a class of RNN. It takes the idea of gates from
LSTM networks to control the flow of information during the learning phase [37].
Nevertheless, unlike LSTM networks, where we have three gates that are in charge
of the flow of information, in GRU networks, we only have two gates: reset and
update gates. Having two gates is an advantage since the number of operations is
fewer compared to the LSTM network. In Figure 2.8, we can observe a schematic
representation of a GRU unit and the gates that conform it.

The reset gate receives the input Xt and the previous hide state ht−1 and, using
a sigmoid function, multiplies the result of that operation by ht−1 and generates the
output of the reset gate.

The update gate will take Xt and ht−1 and generate two outputs. The first
output of the update gate takes two elements. The first one combines the input
Xt and the output of the reset gate and pass through a tanh function; the second
one is conformed by the operation of taking Xt, ht−1 and passing through a sigmoid
function. Then, using a multiplication operator, we combined these two elements.
The second output of the update gate is the subtraction of the result after passingXt

and ht−1 through a sigmoid function. Next, we multiply the result of this subtraction
with the previous hide state ht−1.

Finally, the new hide state ht will be the sum of the two outputs obtained in the
update gate.
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Figure 2.8: Representation of a GRU unit.

2.2.10 BERT

BERT (Bi-directional Encoder Representations for Transformers) is a recent deep
learning model introduced by the Google AI team [19]. BERT starts from the idea of
the Transformers. Transformers are models that learn contextual similarities among
words. These models use two essential mechanisms an encoder and a decoder. In
Figure 2.9, we see a representation of a Transformer. We can observe that the model
has the two mechanisms mentioned before.

Self-Attention

Feed-Fordward

Input

Feed-Fordward

Encoder-Decoder Attention

Self-Attention

Output

Encoder

Decoder

Figure 2.9: Representation of a Transformer.

The encoder mechanism has two elements. First, we have a self-attention layer
that helps the encoder to see which other words are in the input sentence while
encoding a specific word. The second element is a feed-forward neural network that
receives the output of the self-attention layer.

The decoder mechanism has the same two elements that the encoder with the
difference that between these two elements there is an attention layer that helps the
decoder to see essential parts of the input.

BERT uses the encoder part of Transformers, stacking an n number of encoders,
one on top of the other. BERT models are trained with extensive data sets made up
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of different texts in various languages. The objective of this process is that BERT
models can comprise patterns in language and later be used in other supervised tasks
such as fake news identification, sentiment analysis, sentence translation, among
others.

Feed-Fordward

Input

Encoder

Output

Pre-Trained BERT

Encoder

Encoder

. 

. 

.

Figure 2.10: Representation of BERT.

In Figure 2.10, we can observe a schematic representation of a BERT model.

2.3 Evaluation Setup

In this section, we present the different performance metrics and evaluation tech-
niques used to evaluate our machine learning and deep learning models.

2.3.1 Performance Metrics

Evaluating the performance of machine learning and deep learning models is essential
for knowing the quality of a model. There are different methods to evaluate the
models, and below we describe the ones used in this work.

All classification models produce an output for each instance. Thus, each in-
stance could be classified as belonging to a class (e.g., positive) or not belonging
to a class (e.g., negative). Taking the predictions by a model, we can construct a
table called confusion matrix. The confusion matrix relates the real class of the
instances (columns) with the classes predicted by the model (rows). We can see a
schematic representation of the confusion matrix in Figure 2.11. The cells in the
matrix contain the number of predictions that result to be true positive (TP), true
negative (TN), false positive (FP) and false negative (FN). TP is a result where
the model predicts the positive class correctly. Similarly, TN is a result where the
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model predicts the negative class correctly. On the other hand, FP is when the
model predicts the positive class incorrectly. Finally, FN is when the model predicts
the negative class incorrectly. From the confusion matrix, we can define a variety of
performance metrics.

Model's output: 
Positive

Model's output: 
Negative 

Real Value: 
Positive 

Real Value: 
Negative 

TP FN 

FP TN 

Figure 2.11: Representation of a confusion matrix.

Accuracy is one of the famous metrics to evaluate machine learning and deep
learning models. It measures the proportion of correct predictions made by a model,
and it is defined by Equation 2.16. Nevertheless, accuracy is a pretty sensitive metric
when we have unbalanced datasets. Unbalanced datasets contain an unequal class
distribution. When we work with this type of dataset, we can reach higher results
with this metric since one o more classes tend to dominate the data. However, this
is a problem since the minority class is ignored and the results for this metric are
biased.

Accuracy =
TP + TN

TP + FP + FN + TN
(2.16)

To compensate for inconsistencies of accuracy, another set of metrics are a good
option when we have unbalanced datasets such as Precision, Recall and F1. We
can define these metrics in Equations 2.17, 2.18 and 2.19, respectively [38]. In
Equation 2.19, we can see the definition of F1 that is the harmonic mean between
precision and recall.

Precision =
TP

TP + FP
(2.17)

Recall =
TP

TP + FN
(2.18)

F1 = 2 ·
Precision ·Recall

Precision+Recall
(2.19)

Another metric used to evaluate the performance of models is the Area Under
the Curve (AUC) of the Receiver Operating Characteristic (ROC). The AUC-ROC
plots the relationship between the rate of true positives (TPR) and the rate of
false positives (FPR). The TPR and FPR are defined by Equations 2.20 and 2.21,
respectively.

TPR =
TP

TP + FN
(2.20)

FPR =
FP

TN + FP
(2.21)
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AUC-ROC evaluates the degree of separability, measuring the probability that
a model classifies an instance in a random way in one class rather than choosing an
instance in another class.

In problems where we have several classes, averaging the evaluation measures
can help us see if a model is performing well despite the number of classes. Macro-
average and micro-average are two techniques used to obtain the average of metrics
such as precision, recall, F1 and AUC-ROC. Macro-average computes each met-
ric individually for each class to calculate the average at the end. Micro-average
computes the contributions of each class to obtain the average [39].

2.3.2 Dataset Split

There are several techniques to estimate the generalization of a predictive model;
an example of these techniques is k-fold cross-validation. In cross-validation, we
split the data one or several times to use one part to train the model and the
other for validation. In k -fold, k is a constant used to know the number of subsets
obtained from a dataset and the number of times the method is repeated, and the
user defines this constant. There are different variants of this technique such as
3-fold cross-validation, 5-fold cross-validation, 20-fold cross-validation, etc. One of
the most popular variants is stratified 10-fold cross-validation. In this variant, the
dataset is split into ten parts, where each class is represented with about the same
portion of instances.

Another popular technique is train-test split. The objective of this method is to
separate the data into two subsets. The first one is used to train the model, and the
other one is used to make predictions with the model. The amount of data found in
each subset will depend on each problem. There are common divisions we can do
in a dataset such as train: 70% test: 30%, train: 80% test: 20%, etc. [40]
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Chapter 3

Methodology

In this chapter, we describe the methodology used in this work, as presented schemat-
ically in Figure 3.1. We divide the methodology in four phases: data gathering, data
processing, experimental setup and results. The first three phases are described in
this chapter, whereas the last one is described in Chapter 4.

Data Gathering Data Processing Experimental Setup Results 

Figure 3.1: Representation of the methodology process.

3.1 Data Gathering

The first phase in our methodology was the data gathering process. First, we did an
extensive search on the internet and the state-of-the-art, looking for pre-collected
datasets that contain fake news from different sources such as news web pages, social
networks, microblogs, etc.

At the end of this search, we found different datasets containing news from
various sources such as CNN, El Universal, Facebook, Twitter, etc. The pre-collected
datasets we gathered for this work are COVID Fake News (COVID) 1, Spanish
Fake News Corpus (SFNC) [6], LIAR (LIAR) [3], FakeNewsNet (FNN) [4], ISOT
(ISOT) [5] and Fake Costa Rica News (FCRN) 2. These datasets were previously
collected by different researchers and organizations that scraped sites to extract
real and fake news. In Figure 3.2, we can see an example of a site from where the
information was extracted.

3.1.1 Dataset Description

After the gathering process, we ended with a total of six datasets. These datasets
contain information from a variety of sources. The COVID dataset contains mainly
news from the COVID-19 pandemic. LIAR, ISOT and FNN contain news from
popular American news media such as CNN, The Washington Post, CBS and NBC.

1https://bit.ly/3zB1XZZ
2https://bit.ly/3wduNx6
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Figure 3.2: Example of news web page.

The topics covered in these datasets were political and gossip news. Additionally,
in FNN and LIAR datasets, we also found news that came from social media. In
SFNC and FCRN, the information came from sources where the primary language is
Spanish. In SFNC, we found news from Mexican sources such as Aristegui Noticias,
El Universal, El Financiero, among others. Finally, in FCRN, the news came from
Costa Rican sources and the topics covered talk about local and international news.

The data included in the datasets is primarily textual content from the news.
Nevertheless, in some of these datasets, we can find other variables that were ex-
tracted from the news, such as news text, headline, speaker, source, speaker’s job,
among others. In this work, we focused on the text content; therefore, we only took
the news text or the headline since this type of information could be found in all
datasets.

Each of the news in most of the datasets is labeled with one class, true or fake,
except for the LIAR dataset, where the news were labeled using six labels: true,
mostly-true, half-true, barely-true, false and pants-fire. In this case, we took the
instances labeled with the first three classes as true and the rest as fake. The task of
labeling the news was in charge of different organizations and persons depending on
the dataset. In LIAR, ISOT and FNN, organizations such as Gossip Cop 3 or Poli-
tiFact 4 were in charge of verifying the veracity of the news. In these organizations,
they have a board of experts who check different sources to find the information that
ensures the credibility of a news item; if a piece of news is found fake or true, it is put
in a database to consultancy later. In SFNC, the organization called Verificado 5

was in charge of verifying if the news was true or fake. In the case of the COVID
and FCRN datasets, the labeling work was a task that was performed manually by
the people who collected them and verified the veracity of the news.

In the case of the SFNC and LIAR datasets, they are divided into subsets.

3https://bit.ly/3AL56Wi
4https://bit.ly/2YQmnR7
5https://bit.ly/3p5C5SY
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SFNC has a train and test dataset, whereas the LIAR dataset is divided into train,
validation and test datasets. We use the training part of SFNC and the training
and validation parts to describe SFNC and LIAR datasets, respectively.

For each dataset, we computed series of statistics to understand the distribution
of the data among the classes and in the whole dataset. We present these statistics
in Table 3.1.

Dataset True Fake Total

COVID 474 9,727 10,201
SFNC 338 338 676
FNN 15,569 5,347 20,916
ISOT 21,416 22,857 44,273
LIAR 7,276 13,204 20,480
FCRN 2,531 3,584 6,115

Table 3.1: News distribution among the classes.

In Table 3.1, we can see the distribution among the classes and the total number
of news in each dataset. We can observe that in some datasets, we have an unbal-
anced distribution. For example, in the COVID dataset, we see that the number of
instances of the fake class is superior compared with the true class. On the other
hand, in the FNN dataset, we have more news corresponding to the true class than
the fake class. In the LIAR dataset, we have a slight difference between the number
of instances in each class. We also have datasets with almost the same number of
news per class, such as ISOT, FCRN and SFNC datasets; the last one with exactly
the same number of instances for each class.

We extracted a series of statistics of some relevant features from the textual
content found in the datasets. These features are words, hashtags (#), ats (@),
links, abbreviations and emojis/emoticons. The last ones can be used to express
emotions with letters (e.g., :}D). Recently, emojis are becoming popular since they
take the idea from emoticons but now are color icons to represent different emotions
or situations [41].

In this direction, we computed the average number of words, emojis (emojis/e-
moticons), hashtags, ats, links and abvs. (abbreviations) per each dataset as we
observe in Table 3.2. This table shows that the words are the feature with a major
presence in the news. In the case of COVID and LIAR datasets, the number of
words is less than the other datasets since only the news headlines was collected.
The rest of the features are almost null in most datasets; although we can observe a
slight presence of abbreviations in the FNN and ISOT datasets. Thus, we consider
the words as the main feature set.

In Table 3.3, we present series of statistics of each dataset among the classes using
words. We computed the average number of words, the standard deviation (STD),
the median and the maximum length divided by the minimum length (Max/Min)
among the classes. For example, in COVID, ISOT, LIAR and FCRN datasets, we
can see there is a slight difference between the average number of words in the fake
class and the true class. On the other hand, in SFNC and FNN datasets, we observe
that the average number of words in the true class is more significant than the news
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Features

Dataset Words Emojis Hashtags Ats Links Abvs.

COVID 9.53 0.06 0.00 0.00 0.00 0.32
SFNC 194.90 0.13 0.04 0.04 0.11 0.06
FNN 320.09 1.31 0.24 0.13 0.53 16.69
ISOT 225.50 0.31 0.16 0.14 2.84 9.01
LIAR 10.37 0.00 0.00 0.00 0.00 0.41
FCRN 185.97 0.22 0.05 0.08 0.20 0.06

Table 3.2: Average number of features per dataset.

with the fake class. This may happen because real news has more information since
it must show that what is written is real, while fake news only uses trending words
to persuade readers.

True Fake

Dataset Average Median STD Max/Min Average Median STD Max/Min

COVID 9.2 9.0 3.5 16.0 9.8 9.0 5.1 31.0
SFNC 239.9 201.0 155.8 30.7 149.8 149.8 77.0 93.3
FNN 353.4 190.0 698.5 4,800.5 286.7 181.0 556.1 9,661.0
ISOT 222.6 207.0 156.2 178.9 228.3 192.0 222.5 4,696.0
LIAR 10.3 10.0 6.2 270.0 10.4 10.0 4.7 185.0
FCRN 167.1 118.0 141.2 76.0 204.8 169.0 146.1 725.0

Table 3.3: Statistics of words in each dataset per class.

With the words, we extracted a vocabulary represented by the unique words in
each dataset. Table 3.4 presents the size of the vocabularies of each dataset. We see
that FNN and ISOT datasets have a much bigger vocabulary compared with the
other datasets.

Dataset Vocabulary

COVID 11,446
SFNC 24,260
FNN 123,604
ISOT 122,514
LIAR 12,792
FCRN 66,644

Table 3.4: Vocabulary size of words in each dataset.
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3.2 Data Processing

Once we finished the gathering process, we processed the data. All the data that we
collected in the gathering step are considered raw data; we extracted and processed
different superficial and deep features from the datasets.

In the case of superficial features, we extracted words, hashtags, ats, links, ab-
breviations and emojis, as we mentioned before. To retrieve these features, we wrote
a Python code to extract them from the text content. We used different regular ex-
pressions to extract words, hashtags, ats and links. In the case of hashtags and ats,
we only kept the words and removed the tags (#) and ats (@) found at the beginning
of these features. To extract emoticons and emojis, we used the EMOTICON RE 6

module of the NLTK library and the emoji 7 library, respectively. To extract the
abbreviations, we used a list of common abbreviations in Spanish and English. The
result of this process allowed the creation of six files, each containing one feature.

After the splitting process, we continued with a cleaning process, especially for
the words; we performed it to remove stop words. Stop words are words commonly
used in a language. For example, in English, words such as “for”, “the”, “in”, among
others, are stop words. In Spanish, words such as “la”, “aqúı”, “los”, etc. We used a
list provided in the NTLK library for English and Spanish to remove the stop words.
We also performed an additional cleaning process to remove those words with fewer
characters (length < 3), words with a larger number of characters (length > 35) and
HTML tags. Additionally, we converted all the letters to lowercase.

After the splitting and cleaning processes, we used the tf-idf method to vectorize
our superficial features sets. The result of this process is a matrix that shows
the relevance of each feature regarding news. For some models, we performed a
tokenization process to convert the textual content into a matrix of integers, where
each integer is the index of a token in a dictionary.

To extract the deep features from the textual content, we used pre-trained models
such as GloVe, fastText and Word2Vec. In the case of GloVe, for Spanish, we used a
model trained over the Spanish Billion Word Corpus 8, which contained a dictionary
of 800,000 words, and each one is represented by a vector of size 300. For English, we
used a trained model over a Twitter dataset 9, which contained a dictionary of 1.2
million words, each one represented by a vector of size 200. With fastText, we used
the models trained over aWikipedia dataset [42]. For English and Spanish, the words
are represented with vectors of size 300 and with dictionaries of 2 million words.
In the case of Word2Vec models, they are trained over a Wikipedia dataset [43].
Both English and Spanish models represent words with a vector of size 300. The
dictionaries are conformed by 1 million words for the Spanish model and 4.5 million
words for the English model. For the features GloVe, fastText and Wrod2Vec, we
calculated the average vector of all the words found in the news. Therefore, each
news is represented by an average vector of 300 or 200 dense features.

Finally, we normalized the matrices obtained from the superficial and deep fea-
tures using the l2-norm.

In this work, we used the words as the main superficial features since the other

6https://bit.ly/3mYdrkt
7https://bit.ly/3lLnGJF
8https://bit.ly/3n68hmN
9https://stanford.io/3BTgXmt

CHAPTER 3. METHODOLOGY 33



Automatic Fake News Detention in Online Media

features, as we mentioned in Section 3.1.1, do not have enough presence in the news.
Nevertheless, we merged these features with words to create a new feature set that
includes all the features (AF). We also use the text content and do not perform the
cleaning process to create a feature set called raw text features (RT). Different from
the AF feature set, this feature set keeps uppercase words and special characters.
We ended with a total of six feature sets: words, AF, RT, GloVe, fastText and
Word2Vec.

We implemented all the codes 10 in this step using Python and different libraries
such as scikit-learn 11, fasttext 12 and gensim 13.

3.3 Experimental Setup

With the textual data transformed, we conducted a series of experiments using
a variety of machine learning and deep learning models. We used eight machine
learning models: Support Vector Machines with a linear kernel (SVM), Logistic Re-
gression (LR), Multinomial Näıve Bayes (MNB), Support Vector Machines with a
Stochastic Gradient Descent optimizer (SGDC), k -Nearest Neighbors (KNN), Ran-
dom Forest Classifier (RFC), Non-Negative Matrix Reconstructive (NMFR) and
Singular Vector Decomposition Reconstructive (SVDR). Additionally, we used four
deep learning models: Long Short-Term Memory Network (LSTM), Bi-directional
Long Short-Term Memory Network (Bi-LSTM), Gated Recurrent Unit (GRU) and
Bi-directional Encoder Representations for Transformers (BERT).

With COVID, FNN, ISOT and FCRN datasets, we performed a 10-fold cross-
validation with each model. This is because we aim to obtain robust results regarding
the independence between the training and the test sets. In addition, in some
machine learning models, it was necessary to find optimal values for their hyper-
parameters. A hyper-parameter is a constant value set by the user before the training
process. Thus, we performed an inner 3-fold cross-validation with the datasets
mentioned before. The models where we needed to find the best hyper-parameters
were SVM, LR, SGDC, KNN, RFC, NMFR and SVDR. In Table 3.5 there are the
hyper-parameters we tested. In the fourth column, there is a list of different values
that we used to find the best hyper-parameter for the corresponding classifier.

With deep learning models, we used a setup for its hyper-parameters. In Ta-
ble 3.6, we can observe the number of epochs, batch size and number of neurons.
In the case of BERT, we cannot define the number of neurons since the approach
used is different and does not use the number of neurons as a hyper-parameter.
The number of epochs and batch size is minor compared to the other deep learning
models since BERT’s computational cost is higher. Similarly, with BERT, we used
pre-trained models for each language. For Spanish, we used a pre-trained BERT
cased model called BETO [44] and a base-cased pre-trained model for English 14.

In the case of the SFNC and LIAR datasets, we did not perform a 10-fold cross-
validation since datasets are divided into subsets. Instead, for SFNC, we performed a
5-fold cross-validation using the values of Table 3.5 on the training set to find the best

10Code available at: https://bit.ly/3wXNuWY
11https://bit.ly/3pcg1q2
12https://bit.ly/3vp3KPR
13https://bit.ly/3BSiLMH
14https://bit.ly/2XlEqxL
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Model HP Description Values

SVM c Regularization parameter [0.01, 1, 10, 100]
LR c Regularization parameter [0.01, 1, 10, 100]
SGDC c Regularization parameter [0.01, 1, 10, 100]
KNN k Number of neighbors [1, 2, 3, 5, 10]
RFC n Number of trees [10, 50, 100, 200, 500]
NMFR r Number of components [1, 2, 4, 8, 16, 32]
SVDR r Number of components [1, 2, 4, 8, 16, 32]

Table 3.5: Values tested for the hyper-parameters of each classical machine learning
model

Model Epochs Batch size Number of neurons

LSTM 100 64 128
Bi-LSTM 100 64 128
GRU 100 64 128
BERT 7 6 -

Table 3.6: Values tested for the hyper-parameters of each deep learning model.

hyper-parameters of the corresponding machine learning models. In addition, we
used the same setup shown in Table 3.6 for the deep learning models in combination
with the training set. In the case of the LIAR dataset, we used the training set
to train the models and the validation set for the hyper-parameter optimization
of the machine learning and deep learning models using Table 3.5 and Table 3.6,
respectively.

To evaluate the performance of each model, we used the next metrics: Accuracy,
F1 (macro) and AUC-ROC (macro). The metrics can take values between 0 and 1,
where 0 is the worst and 1 is the best.

We implemented the machine learning and deep learning models using Python
and libraries such as scikit-learn, NumPy 15, Tensorflow 16 and ktrain [45]. We ran
the experiments in a PC with an Intel Xeon Silver processor with 8 cores at 2.1 GHz
and 128 GB of RAM.

15https://bit.ly/3lXzTeu
16https://bit.ly/3DWXQZu
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Chapter 4

Results

In this chapter, we present the results of this work. In Tables 4.1 to 4.18 we can
observe the results of the methodology described in Chapter 3. In Tables 4.1 to 4.9,
we present the results using superficial features, whereas in Tables 4.10 to 4.18 we
show the results using deep features. In the tables, columns represent the dataset
and rows represent the machine and deep learning models used. Each table shows
the results for a different evaluation metric. In the case of COVID, FNN, ISOT and
FCRN datasets, each table shows the median of the 10-fold cross-validation of each
model. Additionally, in the tables, we present the median per model and dataset.
The values in bold represent the best values per dataset for each metric.

As a baseline, we consider a totalitarian model for each dataset. This model
would classify the majority class for the test data in terms of accuracy. In this
direction, news identification using this baseline would be the following: 0.95 for
COVID, 0.50 for SFNC, 0.74 for FNN, 0.51 for ISOT, 0.64 for FCRN and 0.59 for
FCRN.

In Tables 4.1 to 4.3, we can observe the results for accuracy, F1 and AUC-ROC
using words as feature. For COVID and FNN datasets, SVM is the model with the
best results for both models in the three tables. On the other hand, BERT presents
good results in SFNC and FCRN datasets. Additionally, Bi-LSTM presents good
results for accuracy, F1 and AUC-ROC for the ISOT dataset, although SVM and
LR present results close to the ones obtained by this model for this dataset in all the
evaluation metrics. In the LIAR dataset, the result obtained by LSTM in Table 4.1
is the best in terms of accuracy, whereas in Tables 4.2 and 4.3 models such as RFC,
SVDR and NMFR obtain good results in terms of F1 and AUC-ROC. If we see
the medians per model, SVM presents the best performance for the three metrics
combined with words. In the medians per dataset, the models have consistent results
for all the metrics with the ISOT dataset.

From Tables 4.4 to 4.6 we can see the results for accuracy, F1 and AUC-ROC
using AF. For this feature, we can see that the BERT model obtained good results
with the SNFC, FCRN and COVID datasets for all metrics. Additionally, in the
COVID dataset, models such as SVM and LR obtained acceptable results, as we
see in Tables 4.4 to 4.6. With the FNN dataset, SVM was the model with the best
results. Nevertheless, LR also obtained the best results in terms of F1 and AUC-
ROC, as we can observe in Table 4.5 and 4.6, respectively. For the ISOT dataset, we
can see that Bi-LSTM obtained the best results for all the metrics. SVM presents
the best results in the medians per model followed by LR and BERT for the three
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metrics. For the medians per dataset, the models obtained the best results for the
ISOT dataset for the three performance metrics, which means this dataset is easy
to classify disregarding the classification approach.

The results of the last set of superficial features, RT, are presented in Tables 4.7
to 4.9. Again, BERT obtains good results in the majority of the datasets in the three
metrics. In the case of the COVID and FNN datasets, SVM and LR also obtained
good results in terms of F1 and AUC-ROC. For the ISOT dataset, Bi-LSTM, SVM
and LR present the best results in all the metrics. Additionally, models such as GRU
and NMFR present good results in terms of accuracy and AUC-ROC, as we see in
Table 4.7 and Table 4.9, respectively. In the medians per model, BERT presents the
best performance, although SVM has similar results. The models have consistent
results for all the metrics with the ISOT dataset, especially in terms of F1 and
AUC-ROC, which means that it is easier to classify.

Model COVID SFNC FNN ISOT LIAR FCRN Median

SVM 0.98 0.72 0.86 0.99 0.58 0.93 0.90
LR 0.98 0.73 0.85 0.99 0.60 0.92 0.89
MNB 0.95 0.72 0.77 0.93 0.65 0.80 0.79
SGDC 0.95 0.72 0.74 0.93 0.65 0.59 0.73
KNN 0.96 0.59 0.81 0.75 0.60 0.80 0.78
RFC 0.97 0.80 0.84 0.99 0.64 0.92 0.88
SVDR 0.95 0.73 0.80 0.92 0.57 0.85 0.83
NMFR 0.95 0.73 0.80 0.92 0.58 0.85 0.83
GRU 0.97 0.61 0.73 0.98 0.65 0.80 0.77
BERT 0.98 0.84 0.84 0.52 0.65 0.96 0.84
Bi-LSTM 0.97 0.72 0.82 1.00 0.64 0.89 0.86
LSTM 0.97 0.69 0.74 0.98 0.66 0.88 0.81

Median 0.97 0.72 0.80 0.95 0.64 0.86 -

Table 4.1: Results for accuracy using words.
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Model COVID SFNC FNN ISOT LIAR FCRN Median

SVM 0.85 0.72 0.79 0.99 0.54 0.92 0.82
LR 0.83 0.73 0.79 0.99 0.55 0.92 0.81
MNB 0.51 0.71 0.54 0.93 0.44 0.78 0.63
SGDC 0.49 0.72 0.43 0.93 0.39 0.37 0.46
KNN 0.77 0.57 0.73 0.73 0.57 0.80 0.73
RFC 0.81 0.80 0.73 0.99 0.57 0.91 0.81
SVDR 0.73 0.73 0.75 0.92 0.56 0.85 0.74
NMFR 0.73 0.73 0.73 0.92 0.57 0.85 0.73
GRU 0.77 0.60 0.46 0.98 0.51 0.80 0.69
BERT 0.85 0.84 0.77 0.34 0.39 0.96 0.81
Bi-LSTM 0.72 0.72 0.75 1.00 0.41 0.89 0.74
LSTM 0.80 0.68 0.47 0.98 0.56 0.87 0.74

Median 0.77 0.72 0.73 0.95 0.54 0.86 -

Table 4.2: Results for F1 using words.

Model COVID SFNC FNN ISOT LIAR FCRN Median

SVM 0.81 0.72 0.76 0.99 0.54 0.92 0.79
LR 0.78 0.73 0.77 0.99 0.55 0.92 0.78
MNB 0.51 0.71 0.56 0.93 0.52 0.77 0.64
SGDC 0.50 0.72 0.50 0.93 0.50 0.50 0.50
KNN 0.74 0.58 0.71 0.74 0.57 0.81 0.73
RFC 0.74 0.81 0.70 0.99 0.57 0.91 0.78
SVDR 0.74 0.73 0.75 0.92 0.58 0.85 0.75
NMFR 0.74 0.73 0.73 0.92 0.59 0.85 0.74
GRU 0.70 0.61 0.51 0.98 0.54 0.80 0.66
BERT 0.81 0.84 0.77 0.50 0.50 0.96 0.79
Bi-LSTM 0.72 0.72 0.74 1.00 0.50 0.89 0.73
LSTM 0.73 0.69 0.51 0.98 0.57 0.87 0.71

Median 0.74 0.72 0.72 0.95 0.54 0.86 -

Table 4.3: Results for AUC-ROC using words.
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Model COVID SFNC FNN ISOT LIAR FCRN Median

SVM 0.98 0.73 0.86 0.99 0.57 0.93 0.90
LR 0.98 0.73 0.85 0.99 0.60 0.93 0.89
MNB 0.95 0.72 0.77 0.94 0.65 0.81 0.79
SGDC 0.95 0.73 0.74 0.93 0.65 0.59 0.74
KNN 0.97 0.59 0.81 0.90 0.60 0.80 0.81
RFC 0.97 0.81 0.84 0.99 0.62 0.92 0.88
SVDR 0.95 0.72 0.80 0.93 0.57 0.85 0.83
NMFR 0.95 0.72 0.80 0.93 0.59 0.85 0.83
GRU 0.97 0.61 0.74 0.98 0.67 0.82 0.78
BERT 0.98 0.85 0.84 0.52 0.65 0.96 0.85
Bi-LSTM 0.97 0.73 0.83 1.00 0.65 0.89 0.86
LSTM 0.97 0.76 0.74 0.98 0.66 0.89 0.83

Median 0.97 0.73 0.80 0.96 0.63 0.87 -

Table 4.4: Results for accuracy using AF.

Model COVID SFNC FNN ISOT LIAR FCRN Median

SVM 0.84 0.73 0.79 0.99 0.53 0.93 0.82
LR 0.84 0.73 0.79 0.99 0.54 0.92 0.82
MNB 0.51 0.71 0.54 0.94 0.44 0.79 0.63
SGDC 0.49 0.73 0.43 0.93 0.39 0.37 0.46
KNN 0.78 0.57 0.74 0.90 0.57 0.80 0.76
RFC 0.81 0.81 0.73 0.99 0.55 0.92 0.81
SVDR 0.73 0.72 0.74 0.93 0.56 0.85 0.74
NMFR 0.73 0.72 0.73 0.93 0.57 0.85 0.73
GRU 0.77 0.60 0.46 0.98 0.55 0.81 0.69
BERT 0.86 0.85 0.78 0.34 0.39 0.96 0.82
Bi-LSTM 0.79 0.73 0.76 1.00 0.44 0.89 0.78
LSTM 0.80 0.75 0.46 0.98 0.55 0.88 0.78

Median 0.78 0.73 0.73 0.96 0.54 0.86 -

Table 4.5: Results for F1 using AF.
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Model COVID SFNC FNN ISOT LIAR FCRN Median

SVM 0.80 0.73 0.77 0.99 0.53 0.92 0.79
LR 0.78 0.73 0.77 0.99 0.54 0.92 0.78
MNB 0.51 0.42 0.56 0.94 0.52 0.78 0.54
SGDC 0.50 0.73 0.50 0.93 0.50 0.50 0.50
KNN 0.74 0.58 0.73 0.90 0.57 0.81 0.74
RFC 0.73 0.81 0.70 0.99 0.55 0.92 0.77
SVDR 0.73 0.72 0.75 0.93 0.58 0.85 0.74
NMFR 0.73 0.72 0.73 0.93 0.59 0.85 0.73
GRU 0.70 0.61 0.51 0.98 0.57 0.81 0.66
BERT 0.80 0.85 0.76 0.50 0.50 0.96 0.78
Bi-LSTM 0.75 0.73 0.74 1.00 0.52 0.89 0.75
LSTM 0.74 0.76 0.51 0.98 0.56 0.88 0.75

Median 0.73 0.73 0.73 0.96 0.54 0.86 -

Table 4.6: Results for AUC-ROC using AF.

Model COVID SFNC FNN ISOT LIAR FCRN Median

SVM 0.98 0.76 0.86 1.00 0.58 0.95 0.91
LR 0.98 0.76 0.86 1.00 0.59 0.94 0.90
MNB 0.95 0.74 0.77 0.97 0.65 0.81 0.79
SGDC 0.95 0.76 0.74 0.94 0.65 0.59 0.75
KNN 0.97 0.63 0.81 0.65 0.62 0.83 0.73
RFC 0.97 0.80 0.83 1.00 0.64 0.93 0.88
SVDR 0.95 0.74 0.80 0.94 0.59 0.86 0.83
NMFR 0.95 0.74 0.80 0.94 0.58 0.86 0.83
GRU 0.97 0.60 0.74 0.99 0.66 0.82 0.78
BERT 0.98 0.87 0.85 0.77 0.64 0.98 0.86
Bi-LSTM 0.97 0.73 0.83 1.00 0.65 0.91 0.87
LSTM 0.97 0.73 0.74 0.99 0.65 0.89 0.81

Median 0.97 0.74 0.81 0.98 0.64 0.88 -

Table 4.7: Results for accuracy using RT.
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Model COVID SFNC FNN ISOT LIAR FCRN Median

SVM 0.85 0.76 0.79 1.00 0.54 0.95 0.82
LR 0.84 0.76 0.79 1.00 0.55 0.94 0.82
MNB 0.49 0.73 0.52 0.97 0.42 0.79 0.63
SGDC 0.49 0.75 0.43 0.94 0.39 0.37 0.46
KNN 0.80 0.62 0.73 0.59 0.56 0.82 0.68
RFC 0.80 0.80 0.72 1.00 0.57 0.93 0.80
SVDR 0.74 0.74 0.75 0.94 0.57 0.85 0.75
NMFR 0.74 0.74 0.74 0.94 0.57 0.86 0.74
GRU 0.77 0.59 0.46 0.99 0.52 0.81 0.68
BERT 0.88 0.87 0.79 0.75 0.59 0.98 0.83
Bi-LSTM 0.79 0.73 0.75 1.00 0.57 0.90 0.77
LSTM 0.77 0.72 0.46 0.99 0.55 0.88 0.75

Median 0.78 0.74 0.74 0.98 0.55 0.87 -

Table 4.8: Results for F1 using RT.

Model COVID SFNC FNN ISOT LIAR FCRN Median

SVM 0.79 0.76 0.77 1.00 0.54 0.94 0.78
LR 0.77 0.76 0.77 1.00 0.55 0.94 0.77
MNB 0.50 0.73 0.55 0.97 0.51 0.78 0.64
SGDC 0.50 0.75 0.50 0.94 0.50 0.50 0.50
KNN 0.77 0.63 0.71 0.64 0.56 0.83 0.68
RFC 0.72 0.80 0.69 1.00 0.57 0.92 0.76
SVDR 0.76 0.74 0.76 0.94 0.58 0.86 0.76
NMFR 0.76 0.74 0.75 0.94 0.59 0.86 0.76
GRU 0.70 0.61 0.51 0.99 0.55 0.81 0.66
BERT 0.84 0.87 0.79 0.76 0.59 0.98 0.82
Bi-LSTM 0.72 0.73 0.74 1.00 0.57 0.90 0.74
LSTM 0.70 0.72 0.51 0.99 0.56 0.88 0.71

Median 0.74 0.74 0.72 0.98 0.56 0.87 -

Table 4.9: Results for AUC-ROC using RT.
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In Tables 4.10 to 4.12, we observe the results for accuracy, F1 and AUC-ROC us-
ing GloVe as feature. For the COVID dataset, neural networks models such as GRU
and LSTM obtained good results for the three metrics. In the same direction, for
the FNN, ISOT and FCRN datasets, the Bi-LSTM model obtained the best results
for accuracy, F1 and AUC-ROC. For the SNFC dataset, RFC obtained acceptable
results in Tables 4.10 to 4.12 followed by the LSTM model. With the LIAR dataset,
Bi-LSTM obtained good results in terms of accuracy, as we see in Table 4.10. On
the other hand, the NMFR model obtained acceptable results for F1 and AUC-ROC
for this same dataset. In the medians per model, Bi-LSTM obtained the best result,
followed by SVDR. In the medians per dataset, the models obtained the best results
for the ISOT dataset for all the metrics, which means this dataset is easy to classify.

From Tables 4.13 to 4.15 we show results for accuracy, F1 and AUC-ROC using
fastText. For the COVID dataset, SVM, LR and Bi-LSTM models have the best
results in terms of accuracy and F1. In this dataset, the reconstructive models,
SVDR and NMFR, obtained good results for AUC-ROC. Bi-LSTM model obtained
good results for the SNFC, ISOT and FCRN datasets in the three metrics. In the
FNN dataset, Bi-LSTM has the best results in the three metrics, although RFC and
NMFR have good results in accuracy and AUC-ROC, respectively. The best results
using fastText for the LIAR datasets were obtained by LR for accuracy, KNN for
F1 and NMFR for AUC-ROC. If we see the general medians per model, Bi-LSTM
presents the best performance for all the metrics followed by NMFR. In the medians
per dataset, the models have consistent results with the ISOT dataset for the three
performance metrics. Nevertheless, the models also obtained good results with the
FCRN and COVID datasets that are also easier to classify compared with the other
datasets.

In Tables 4.16 to 4.18 we present the results for the three evaluation metrics
using Word2Vec as feature. For the COVID dataset, models SVM, LR, KNN, GRU
and Bi-LSTM obtained good results for accuracy. On the other hand, the best
models for F1 and AUC-ROC were KNN and SVDR. SVM obtained good results in
the three metrics, especially for the SFNC dataset. In the FNN dataset, models Bi-
LSTM, SVDR and RFC obtained acceptable results in the three evaluation metrics,
being the last one the best for accuracy. Bi-LSTM, again, has the best results with
the ISOT dataset. For the LIAR dataset, a reconstructive model such as NMFR
has the best results in F1 and AUC-ROC. Additionally, models SVM, LR, MNB,
SGDC, GRU and LSTM have the best results in accuracy. For the FCRN dataset,
the model with the best results in all the metrics was Bi-LSTM. In the medians
per model, we see that RFC obtained the best result for accuracy. Meanwhile, for
F1 and AUC-ROC, SVM and NMFR obtained the best performance, respectively.
For the medians per dataset, the models obtained good results for the ISOT dataset
especially for F1 and AUC-ROC, which means that disregarding of the classification
approach this dataset is easier to classify.
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Model COVID SFNC FNN ISOT LIAR FCRN Median

SVM 0.96 0.68 0.80 0.94 0.65 0.79 0.80
LR 0.96 0.67 0.80 0.93 0.65 0.78 0.79
MNB 0.95 0.67 0.74 0.52 0.65 0.59 0.66
SGDC 0.95 0.52 0.74 0.52 0.65 0.59 0.62
KNN 0.97 0.63 0.80 0.93 0.59 0.77 0.79
RFC 0.96 0.73 0.82 0.95 0.61 0.80 0.81
SVDR 0.89 0.66 0.76 0.87 0.57 0.77 0.77
NMFR 0.91 0.67 0.75 0.86 0.60 0.76 0.76
GRU 0.97 0.60 0.74 0.93 0.65 0.84 0.79
BERT - - - - - -
Bi-LSTM 0.97 0.67 0.83 1.00 0.66 0.91 0.87
LSTM 0.97 0.72 0.77 0.92 0.65 0.84 0.81

Median 0.96 0.67 0.77 0.93 0.65 0.78 -

Table 4.10: Results for accuracy using GloVe.

Model COVID SFNC FNN ISOT LIAR FCRN Median

SVM 0.62 0.68 0.63 0.94 0.39 0.78 0.66
LR 0.62 0.67 0.66 0.93 0.39 0.77 0.67
MNB 0.49 0.67 0.43 0.34 0.39 0.37 0.41
SGDC 0.49 0.34 0.43 0.34 0.39 0.37 0.38
KNN 0.78 0.63 0.73 0.92 0.56 0.76 0.75
RFC 0.63 0.73 0.71 0.95 0.55 0.79 0.72
SVDR 0.66 0.66 0.70 0.87 0.55 0.77 0.68
NMFR 0.68 0.67 0.69 0.86 0.59 0.75 0.69
GRU 0.79 0.59 0.47 0.93 0.51 0.84 0.69
BERT - - - - - - -
Bi-LSTM 0.77 0.67 0.76 1.00 0.50 0.90 0.77
LSTM 0.76 0.71 0.64 0.92 0.52 0.83 0.74

Median 0.66 0.67 0.66 0.92 0.51 0.77 -

Table 4.11: Results for F1 using GloVe.
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Model COVID SFNC FNN ISOT LIAR FCRN Median

SVM 0.57 0.69 0.62 0.94 0.50 0.77 0.66
LR 0.57 0.67 0.64 0.93 0.50 0.77 0.66
MNB 0.50 0.67 0.50 0.50 0.50 0.50 0.50
SGDC 0.50 0.50 0.50 0.50 0.50 0.50 0.50
KNN 0.75 0.63 0.71 0.93 0.56 0.76 0.73
RFC 0.59 0.73 0.68 0.95 0.55 0.79 0.71
SVDR 0.81 0.66 0.71 0.87 0.56 0.78 0.75
NMFR 0.78 0.67 0.70 0.86 0.61 0.76 0.73
GRU 0.72 0.61 0.51 0.93 0.54 0.86 0.67
BERT - - - - - - -
Bi-LSTM 0.70 0.68 0.73 1.00 0.54 0.90 0.72
LSTM 0.70 0.72 0.63 0.92 0.55 0.83 0.71

Median 0.66 0.67 0.66 0.92 0.51 0.77 -

Table 4.12: Results for AUC-ROC using GloVe.

Model COVID SFNC FNN ISOT LIAR FCRN Median

SVM 0.97 0.73 0.82 0.97 0.65 0.84 0.83
LR 0.97 0.71 0.82 0.96 0.66 0.83 0.83
MNB 0.95 0.65 0.74 0.52 0.65 0.59 0.65
SGDC 0.95 0.48 0.74 0.52 0.35 0.59 0.56
KNN 0.96 0.69 0.80 0.94 0.63 0.78 0.79
RFC 0.96 0.70 0.83 0.96 0.59 0.81 0.82
SVDR 0.90 0.66 0.74 0.89 0.59 0.79 0.77
NMFR 0.89 0.66 0.76 0.89 0.59 0.79 0.78
GRU 0.97 0.65 0.76 0.95 0.66 0.83 0.80
BERT - - - - - -
Bi-LSTM 0.97 0.75 0.83 1.00 0.65 0.90 0.87
LSTM 0.96 0.69 0.77 0.92 0.65 0.84 0.81

Median 0.96 0.69 0.77 0.94 0.65 0.81 -

Table 4.13: Results for accuracy using fastText.
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Model COVID SFNC FNN ISOT LIAR FCRN Median

SVM 0.74 0.73 0.72 0.97 0.39 0.83 0.74
LR 0.74 0.71 0.73 0.96 0.54 0.82 0.74
MNB 0.49 0.65 0.43 0.34 0.39 0.37 0.41
SGDC 0.49 0.32 0.43 0.34 0.26 0.37 0.36
KNN 0.74 0.68 0.72 0.94 0.58 0.77 0.73
RFC 0.61 0.70 0.71 0.96 0.54 0.80 0.71
SVDR 0.68 0.66 0.70 0.89 0.57 0.78 0.69
NMFR 0.67 0.66 0.71 0.89 0.57 0.79 0.69
GRU 0.71 0.64 0.55 0.95 0.52 0.83 0.68
BERT - - - - - - -
Bi-LSTM 0.74 0.75 0.76 1.00 0.55 0.89 0.76
LSTM 0.72 0.68 0.63 0.92 0.52 0.83 0.70

Median 0.71 0.68 0.71 0.94 0.54 0.80 -

Table 4.14: Results for F1 using fastText.

Model COVID SFNC FNN ISOT LIAR FCRN Median

SVM 0.67 0.73 0.69 0.97 0.50 0.82 0.71
LR 0.67 0.71 0.70 0.96 0.56 0.82 0.71
MNB 0.50 0.65 0.50 0.50 0.50 0.50 0.50
SGDC 0.50 0.50 0.50 0.50 0.50 0.50 0.50
KNN 0.71 0.69 0.71 0.94 0.57 0.77 0.71
RFC 0.57 0.70 0.68 0.96 0.54 0.80 0.69
SVDR 0.82 0.67 0.71 0.89 0.58 0.79 0.75
NMFR 0.82 0.67 0.73 0.89 0.59 0.79 0.76
GRU 0.64 0.66 0.57 0.95 0.55 0.83 0.65
BERT - - - - - -
Bi-LSTM 0.68 0.75 0.73 1.00 0.56 0.89 0.74
LSTM 0.67 0.70 0.62 0.92 0.54 0.83 0.69

Median 0.67 0.69 0.69 0.94 0.55 0.80 -

Table 4.15: Results for AUC-ROC using fastText.
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Model COVID SFNC FNN ISOT LIAR FCRN Median

SVM 0.97 0.77 0.83 0.96 0.65 0.82 0.83
LR 0.97 0.75 0.82 0.95 0.65 0.81 0.82
MNB 0.95 0.67 0.71 0.52 0.65 0.59 0.66
SGDC 0.95 0.52 0.77 0.52 0.65 0.59 0.62
KNN 0.97 0.69 0.93 0.94 0.61 0.78 0.86
RFC 0.96 0.75 0.95 0.96 0.61 0.80 0.88
SVDR 0.92 0.67 0.88 0.89 0.55 0.79 0.84
NMFR 0.92 0.67 0.88 0.89 0.59 0.78 0.83
GRU 0.97 0.60 0.92 0.95 0.65 0.81 0.87
BERT - - - - - - -
Bi-LSTM 0.97 0.72 0.82 1.00 0.65 0.88 0.85
LSTM 0.97 0.68 0.89 0.92 0.65 0.82 0.86

Median 0.97 0.68 0.88 0.94 0.65 0.80 -

Table 4.16: Results for accuracy using Word2Vec.

Model COVID SFNC FNN ISOT LIAR FCRN Median

SVM 0.76 0.77 0.72 0.96 0.39 0.81 0.77
LR 0.75 0.75 0.73 0.95 0.52 0.81 0.75
MNB 0.49 0.67 0.43 0.68 0.39 0.37 0.46
SGDC 0.49 0.34 0.43 0.76 0.39 0.37 0.41
KNN 0.80 0.68 0.71 0.93 0.55 0.77 0.74
RFC 0.66 0.75 0.70 0.95 0.55 0.79 0.73
SVDR 0.70 0.67 0.71 0.88 0.54 0.78 0.71
NMFR 0.72 0.67 0.69 0.88 0.58 0.77 0.71
GRU 0.75 0.64 0.46 0.92 0.50 0.80 0.70
BERT - - - - - - -
Bi-LSTM 0.75 0.72 0.75 1.00 0.53 0.87 0.75
LSTM 0.74 0.68 0.52 0.89 0.50 0.81 0.71

Median 0.74 0.68 0.70 0.92 0.52 0.79 -

Table 4.17: Results for F1 using Word2Vec.
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Model COVID SFNC FNN ISOT LIAR FCRN Median

SVM 0.69 0.77 0.70 0.97 0.50 0.81 0.74
LR 0.69 0.75 0.70 0.96 0.55 0.80 0.73
MNB 0.50 0.68 0.50 0.50 0.50 0.50 0.50
SGDC 0.50 0.50 0.50 0.50 0.50 0.50 0.50
KNN 0.76 0.69 0.70 0.94 0.55 0.77 0.73
RFC 0.60 0.75 0.67 0.96 0.55 0.78 0.71
SVDR 0.82 0.67 0.73 0.89 0.56 0.79 0.76
NMFR 0.84 0.67 0.72 0.89 0.59 0.78 0.75
GRU 0.68 0.61 0.51 0.95 0.54 0.80 0.65
BERT - - - - - - -
Bi-LSTM 0.68 0.72 0.73 1.00 0.55 0.88 0.73
LSTM 0.67 0.69 0.54 0.92 0.54 0.80 0.68

Median 0.68 0.69 0.70 0.94 0.55 0.79 -

Table 4.18: Results for AUC-ROC using Word2Vec.

In Table 4.19, we present a summary of the best combination of models and fea-
tures for each dataset for all the metrics. For the COVID dataset, we observe that the
combination SVM+Words obtained good results for accuracy. On the other hand,
BERT+RT and NMFR+Word2Vec obtained acceptable results for F1 and AUC-
ROC, respectively. For SNFC and FCRN datsets, the combination of BERT+RT
obtained good results for all the metrics, which means that these datasets are easier
to classify using this combination. For the FNN dataset, RFC+Word2Vec obtained
good results for accuracy. On the other hand, SVM+Words and BERT+RT ob-
tained good results for F1 and AUC-ROC for this dataset. In the ISOT dataset,
a combination of Bi-LSTM+Words obtained the best results for this dataset in all
the metrics. For the LIAR dataset, GRU+AF obtained good restults in terms of
accuracy, meanwhile a combination of NMFR+GloVe obtained good results for F1
and AUC-ROC.

Dataset+Model+Feature Accuracy Dataset+Model+Feature F1 Dataset+Model+Feature AUC-ROC

COVID+SVM+Words 0.98 COVID+BERT+RT 0.88 COVID+NMFR+Word2Vec 0.84
SFNC+BERT+RT 0.87 SNFC+BERT+RT 0.87 SFNC+BERT+RT 0.87
FNN+RFC+Word2Vec 0.95 FNN+SVM+Words 0.79 FNN+BERT+RT 0.79
ISOT+Bi-LSTM+Words 1.00 ISOT+Bi-LSTM+Words 1.00 ISOT+Bi-LSTM+Words 1.00
LIAR+GRU+AF 0.67 LIAR+NMFR+GloVe 0.59 LIAR+NMFR+GloVe 0.61
FCRN+BERT+RT 0.98 FCRN+BERT+RT 0.98 FCRN+BERT+RT 0.98

Table 4.19: Results of the best combinations of dataset+model+feature.

In Table 4.20, we see a summary of the combination of models and features
sets that obtained the best results per metric. In this table, we see that BERT, in
combination with RT, obtained the best results for all the metrics. On the other
hand, SVM and the combination of words or AF also presented good results.

In general, models present better results when they are combined with superficial
feature sets, such as words. For example, the combination between SVM and LR
with words has good results. On the other hand, when BERT and RT are combined,
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we obtain good results for the SFNC and FCRN datasets. For the deep features
sets, the combination between SVM+Word2Vec and NMFR+Word2Vec obtained
acceptable results in most of the datasets.

Model+Feature Accuracy Model+Feature F1 Model+Feature AUC-ROC

SVM+Words 0.90 SVM+Words 0.82 SVM+Words 0.79
SVM+AF 0.90 LR+AF 0.82 SVM+AF 0.79
SVM+RT 0.91 BERT+RT 0.83 BERT+RT 0.82
Bi-LSTM+Glove 0.87 Bi-LSTM+GloVe 0.77 SVDR+GloVe 0.75
Bi-LSTM+fastText 0.87 Bi-LSTM+fastText 0.76 NMFR+fastText 0.76
RFC+Word2Vec 0.88 SVM+Word2Vec 0.77 NMFR+Word2Vec 0.75

Table 4.20: Results of the best combinations of model+feature.

Finally, in Table 4.21 we present a comparison between the results obtained
in the state-of-the-art using the corresponding dataset and the models+feature we
constructed. For the SNFC dataset, we used a combination of BERT+RT that
obtained better results compared with [18] for accuracy and F1. For the ISOT
dataset, we obtained better results in accuracy when we used Bi-LSTM+words; this
combination achieved better results than the results presented in [12]. On the other
hand, the results obtained in [11] for the LIAR dataset are slightly higher that the
ones we obtained in our experiments.

State-of-the-art Our approaches

Dataset Method Accuracy F1 Method Accuracy F1

SNFC BERT+word n-grams+char n-grams [18] 0.85 0.85 BERT+RT 0.87 0.87
ISOT Linear SVM+unigrams [12] 0.92 - Bi-LSTM+Words 1.00 -
LIAR SVM+n-grams [11] - 0.61 NMFR+GloVe - 0.59

Table 4.21: Comparison of results from the state-of-the-art and our approaches.
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Chapter 5

Conclusions

In this thesis, we presented an analysis of different machine learning and deep learn-
ing models for the task of fake news detection in online media. Identifying fake
news would help to benefit the news organizations and society to have a better news
ecosystem. For organizations, identifying fake news would help them have a higher
level of quality on the news these organizations post. In the case of society, it would
help them formulate arguments based on real information and do not create biased
ideas. For the experimentation phase, we collected six datasets: COVID, SFNC,
FNN, ISOT, LIAR and FCRN. These datasets were formed by the textual content
of news from different news sources such as CNN, El Universal, Fox News, among
others. Similarly, some of these datasets contain information collected from popular
social networks such as Facebook and Twitter. We extracted a series of features sets
that lately we combined with different machine learning and deep learning models.

From the results that we obtained in our experimentation, we can conclude the
following:

• In terms of F1 macro and AUC-ROC, classical machine learning models such
as SVM and LR present good results when combined with words and RT,
especially for the COVID and FNN datasets.

• Although features such as emojis, hashtags, links, ats and abbreviations, are
not frequently used in the news. We can see that feature sets such as AF and
RT performed well in terms of F1 when these features were combined with
BERT, SVM and LR.

• Bi-LSTM, in combination with the majority of feature sets, obtains the highest
results for all the metrics in the ISOT dataset. Similarly, SVM, LR and RFC
combined with words and RT obtain good results for this same dataset for F1.
Nevertheless, it is important to mention that this dataset contains a greater
number of instances than the other datasets, which helps during the training
process to build more robust models.

• In the datasets SNFC and FCRN, the BERT model obtained the best results
in combination with RT, although words and AF also obtained good results.
In the case of SNFC, RFC also obtained good results when is combined with
words and AF. For FCRN, SVM and LR obtained acceptable results when are
combined with AF and RT features.
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• Reconstructive models such as SVDR and NMFR present good results with
the combination of Word2Vec and GloVe for F1 and AUC-ROC in the LIAR
dataset. In addition, in this dataset, BERT obtained good results when com-
bined with the RT features set.

• In general, the use of superficial features such as words, AF and RT, has a
better performance than the deep features for the three performance metrics.

We can conclude that the detection of fake news is a task that has gained rele-
vance in recent years. Nevertheless, fake news identification is a hard task to solve
since there are a variety of topics that can be covered in the news.

For future research we can include the identification of fake news about specific
topics covered in the news. Similarly, the combination of different models where deep
learning models can be used to extract features from the text and machine learning
models can be employed in the classification phase or vice versa. Additionally, the
probabilities produced by the models could be combined to produce more precise
results.
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