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Laguna, Doctor Juan Manuel Sierra Hernández, and to Doctor Horacio Rostro González.
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Abstract

This doctoral thesis focuses on developing a Brain-Computer Interface based on motor imagery

Electroencephalogram (EEG) signals using EMOTIV EPOC+ equipment, a SoCKit FPGA development

card, and a walking robot.

Brain-Computer Interfaces (BCIs) meaningfully improve what was already known as assistive devices

for people with disabilities, especially in the lack of global or partial motor skills, employing technological

advancements. These brain-computer interfaces enable effective communication between the brain and a

given machine using specific cerebrum signals, highlighting challenges such as instant and efficient signal

processing, accurate signal decoding and classification, and the conception of universal BCIs using adaptive

processing algorithms for all brain signal types.

Therefore, EMOTIV EPOC+ headset detects the neuronal activity generated by the defined task and

wirelessly sends the corresponding signals to the SoCKit FPGA board for parallel processing using neural

networks. Movement imagery signals of right and left fists are processed and converted into operational

commands to move the hexapod robot forward or backward.

Motor imagery (MI)-EEG signals from the F3, F4, FC5, and FC6 channels are processed using a hybrid

architecture of Convolutional Neural Networks (CNNs) and Long Short-Term Memory (LSTM) networks.

This method uses the deep learning recognition model to develop a real-time embedded BCI system, where

signal processing must be seamless and precise. In addition, to deal with the noisy and the non-stationary

EEG signal processing problems, two approaches based on the Empirical Mode Decomposition (EMD)

method are analyzed.

The validation of the results found using the k-fold cross-validation method and two public databases

showed the successful functioning of the developed BCI. The bases established in this thesis serve to develop

more complex and precise BCIs.

Keywords

Brain-Computer Interface (BCI), Motor Imagery (MI), Electroencephalogram (EEG), Convolutional Neural

Networks (CNN), Long Short-Term Memory (LSTM)
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Chapter 1

Introduction

”I believe that the future of

humanity is in the progress of

reason through science. I believe

that the pursuit of truth, through

science, is the divine ideal which

man should propose to himself.”

Emile Zola

This chapter presents the issue in the doctoral thesis, the hypotheses put forward, and the principal

motivations leading to the subject choice. The objectives pursued, along with the thesis organization, round

off this chapter.

1.1 Preliminaries

Science undoubtedly possesses, in its essence, the function of improving the vital conditions of populations

by solving, if not proposing, solutions to the various problems faced by humanity. Promoting social justice

means, among other initiatives, looking into the life situations of people who are severely disadvantaged by

their health conditions, enabling them to benefit from advantages as everyone else.

The recent United Nations World Report 2011 reveals that over a billion people (15% of the world

population) live with at least one disability1. According to the same report, between 785 and 975 million

people aged 15 and over live with a handicap, of which 3.8% have severe functional disabilities such as

quadriplegia, depression, or blindness.

The Convention on the Rights of Persons with Disabilities and Optional Protocol [7] defines in the

preamble (a) this: ”Recognizing that disability is an evolving concept and that disability results from the

1https://www.who.int/disabilities/world_report/2011/summary_es.pdf

https://www.who.int/disabilities/world_report/2011/summary_es.pdf
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interaction between persons with impairments and attitudinal and environmental barriers that hinders their

full and effective participation in society on an equal basis with others...”.

Therefore, people living with disabilities cannot participate fully and effectively in society on an equal

footing with others, considering their long-term physical, intellectual, mental or sensory impairments.

To date, disability is already a matter of deep concern due to the increasing population aging, since the

handicap risks are higher in older adults than in childlike people [8]. In addition, the statistics indicate the

increase in cardiovascular diseases [9], cancer [10], mental health disorders [11], and accidents of all kinds

that, in various situations, cause disability [12].

In general, like other disability types, motor impairment undoubtedly constitutes a factor of

social discrimination and dependence in various situations [13]. Concretely, orthopedic, neuromuscular,

cardiovascular, and pulmonary disorders are considered physical disabilities [14].

A fact, motor disability maintains a close relationship with extreme poverty [15], and lack of access to

essential education [16], to name but a few.

In parallel, the sustainable development goals and the United Nations commitment to leave no one

behind by 2030 aim to ”empower and to promote the social, economic, and political inclusion of all,

irrespective of age, sex, disability, race, ethnicity, origin, religion, or other status” [17].

Therefore, a battery of all-around strategies is put in place to improve the vital conditions of people with

disabilities. Since the inclusion of policies developed at the international level [18] and by the respective

governments [19], passing across more effective laws and monitoring mechanisms [20], until searching for

appropriate medical and technological solutions, the problem of people with disabilities is seen as a weak

node for societies development.

From very early on (500 B. J.), devices’ assistance for people with disabilities was implemented [21].

Firstly, prosthetic limbs and later wheelchairs; whose complexity has been improved thanks to technological

progress. Among assistance devices for people with motor disabilities, are improving prostheses [22],

assisting robots, wheelchairs, feeding devices [23], actuators manipulated by the body, and others.

The assistive device use depends on the user’s specific needs, by extension, on the degree of his handicap.

Its specifications are based on the user’s physiological, kinematic, geometric, dynamic, and economic

information.

The concept of the brain-computer interface (BCI) was born [24], taking advantage of Hans Berger’s

first works on the electromagnetic functioning of the human brain [25]. It empowered people with motor

disabilities by providing them with the cognitive ability to control an assistive device instead of automating

it. In these systems, the user uses the ”electromagnetic potential” of the brain to communicate with the

environment through an interface.

BCIs are typically built based on biological signals such as an electroencephalogram (EEG) [26],

Electrooculogram (EOG) [27], Electromyogram (EMG) [28], resulting from cerebral activity, eye
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movements, and muscle contraction, respectively. The Functional magnetic resonance imaging (fMRI)

technology, for its part, measures changes in blood flow caused by brain activity, and is reserved for clinical

uses [29].

EEG signals turn out to be the most used for BCIs dedicated to people with severe disabilities, compared

to the Electrooculogram and Electromyogram. The specific case of people who lost their muscular activity

(locked-in syndrome) but have their brain and sensory functions lively illustrates the considerable advantage

of EEG over other techniques in BCI systems design.

BCIs based on EEG use different paradigms, methods, and applications. The literature is flooded with

BCI paradigms based on EEG signals. Among the main ones are BCIs based on State-State Visual Evoked

Potentials (SSVEP) [30], stimulated by a flickering visual; BCIs-based on auditory evoked potentials

(ERPs) [31] and BCIs-based on stimulated sensorimotor rhythms (SMR)(Beta and mu rhythms), by the

imagination of body limb movements [32] or by the real execution of these movements [33].

From a summarized approach, EEG signals processing methods for BCI applications cover the following

steps:

1. Signal preprocessing, to increase the signal-to-noise ratio.

2. Feature extraction, to constitute the features vector.

3. Feature selection and dimensionality reduction, to ease computer processing.

4. Classification, to generate labels.

5. Application: to convert labels into logical control signals.

Among EEG signal preprocessing techniques for BCI systems, one finds: filtering algorithms based on

Common Average Referencing (CAR) [34], Common Spatial Patterns (CSP) [35], Independent Component

Analysis (ICA) [36], Principal Component Analysis (PCA) [37], Singular Value Decomposition (SVD) [38],

Maximum Noise Fraction (MNF) [39], and other relevant approaches [40].

The feature extraction and selection steps merge for some complex algorithms. The extraction step is

explicit for EEG signals linked to sensorimotor activity where spectral parameters are assumed to constitute

features [41].

Numerous works have developed specific techniques for features selection and dimensionality reduction,

among which are the Genetic Algorithm (GA) [42], the Sequential Forward Feature Selection (SFFS) [43],

the Linear Discriminant Analysis (LDA) [44], Empirical Mode Decomposition (EMD) [45], and the Fisher

Discriminant Analysis (FDA) [46].

For classification, efficient linear classifiers such as Support Vector Machine (SVM) [47] and Linear

Discriminant Analysis (LDA) are used in various works [48]. Bayesian classifiers, Hidden Markov Model
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classifiers (HMM) [49], and k-Nearest Neighbour (k-NN) classifiers [50] likewise offer noticeable results

for EEG classification.

Recently, Artificial Neural Networks (ANN) [51], Convolutional Neural Network (CNN) [52], and

Recurrent Neural Network (RNN) [53] have been implemented to learn features deeply and give best

classification results.

Several BCI applications are flooding life sciences, from scientific research to ordinary living. BCIs are

used both in deepening the study of brain function [54] and in the diagnosis [55] and neurorehabilitation

of certain diseases [56]. The NESSI (NEural Signal Surfing Interface) internet browser [57], the control of

prosthesis [58], autonomous cars [59], aerospace systems, and wheelchairs [60] serve as typical illustrations

of successful BCI applications.

The invasive and non-invasive nomenclatures for BCI systems typically refer to the electrode placement

technique: electrodes are placed in the skull using surgery in invasive BCI. It is principally for medical

purposes. Whereas, non-invasive BCIs use electrodes placed on the scalp and do not require skull surgery

for manipulation.

Embedded systems are a significant alternative for developing intelligent systems rather than computers,

which have a general-purpose. Embedded systems are generally designed to meet specific needs [61]. BCI

systems are increasingly made up of embedded systems to meet the user mobility needs and dedicate all the

available resources to the system-specific functions [62].

Most of the components of an embedded system are integrated into the motherboard, such as video and

audio cards [63], the GPU [64], modems [65], or a particular card-development [66].

An embedded system can be programmed using the assembly language of the accompanying

micro-controller, microprocessor or by using specific compilers such as C or C++ programming languages.

In some cases, an interpreted language such as Java is used [67].

Some embedded system specifications are low-acquisition cost, low-power consumption,

microprocessor capacity, and substantial size [68].

Current research reveals the following challenges for embedded BCI systems based on EEG signals,

despite their growing implementations:

• Adequate signal processing due to their non-linear and non-stationary nature: this practically requires,

in addition to electrode selection, the robust and precise structuring of the processing algorithms to be

efficiently implemented.

• The users training to reliably reproduce signals according to the simulated tasks, the qualified users’

selection for the capture step, the number of sessions necessary to build the database are challenges

in terms of time and available resources [69].

• The precision, F1-score, or error metric for signals classification or prediction reflects the
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correspondence sharpness between produced signal batches and application executed commands [70].

• Information Transfer Rate (ITR) [71]. In manifold BCI applications, such as in robotics, it is

imperative to process a large data flow to control, for example, the robot freedom levels. Therefore, this

capital requirement imposes a judicious processing units choice [72]. Signal processing algorithms

acceleration for real-time BCI applications, BCI systems in which the response time must be as short

as possible undoubtedly constitute a real challenge. [73].

• Universal classification algorithms. One of the major challenges of BCI applications is how to design

BCIs whose use can be adapted to a large number of users, depending on the cerebral signals and

application executed commands [70].

Here, the hypothetical question is how to design an embedded BCI based on EEG signals using available

commercial equipment to implement fast and efficient processing algorithms? The following hypotheses are

then raised to propose an answer to this question.
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1.2 Hypotheses of the problem

Since the challenges raised in the preliminaries concerning the implementation of the Brain-Computer

systems, and considering the availability of non-invasive EEG signal capture equipment, electronic cards

equipped with data processing units (CPU-GPU), and numerous BCI applications, particularly in robotics,

this doctoral thesis formulates the following hypotheses:

• An embedded-BCI system based on Motor Imagery EEG signals would be made, using an EMOTIV

EPOC+ headset, a Cyclone V SoCKit FPGA development card, and a hexapod robot. The EMOTIV

EPOC+ headset would capture EEG signals generated at the moment of the right and left fist

movements imagination, would send corresponding signals to the SoCKit development card to be

processed and converted into hexapod motion commands. Therefore, motions of a hexapod would

result from closing-opening fist intentions.

• A private database will be created with seven subjects, in good health, previously trained to reproduce

Motor Imagery EEG signals corresponding to closing and opening right-left fists. Subjects would be

trained for at least 500 half-second sessions.

• Algorithms based on Deep Learning (DL) would be used for signal processing, explicitly combining

CNNs and RNNs (LSTM).

• Signals processing would be accelerated by the rigorous choice of the processing unit resources. The

transfer rate would be limited to 10 MB/s for 32-bit signals, the data delay time to 10 ms, and the

hexapod response time between 0.50 and 2.50 ms.

1.3 Justification

Several distinctive voices have been amplified to claim for assistive technologies from home to more than a

third of people with disabilities [74], not counting social policies and recommendations at the international

and local government levels [75].

The designed embedded BCI system seeks to overcome the challenges mentioned above and lay deep

foundations for future projects, aiming to control a motorized wheelchair and smart-home accesses using

motor imagery EEG signals.

Among recent commercial equipment for capturing EEG signals, the EMOTIV EPOC+ headset is the

most used in research [76], due to its low cost, easy manipulation, integrated filters, and also the resolution

of the signal at 14-bit (1 LSB=0.51 micro V), connectivity mode (wireless connection at 2.4 GHz) and signal

sampling frequency at 128 samples per second. In addition, EMOTIV EPOC+ allows the detection of brain

activities generated by facial gestures (blinking, winking, smiling, etc.), emotional and cognitive states from

thoughts.
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Lotte et al. proposed a BCIs categorization according to the reliability, signal capture mode, and

operating method [77]. From an operating point of view, the dependent BCIs grant the control power to

the user, for example, by looking or by a facial gesture, to manage an application. While independent BCIs

do not require any form of user control over BCIs. These BCIs are used in severe motor disability situations,

as in the case of a stroke.

Among the dependent BCIs, those based on Motor Imagery (MI) are the most used because they give

users total control by imagining body limb movements [78]. The subject can control BCIs voluntarily with

specific words by effective thought training.

For its part, the FPGA Cyclone V SoCKit card was selected as the signal processing unit to constitute

an embedded system in which all resources would be dedicated to the application control. SoCKit is

an enhanced FPGA technologies version involving an ARM cortex-A9 processor and various application

development tools. It is expected to reduce the application response time considerably by taking advantage

of parallel signal processing in the FPGA part and at the processor level.

Algorithms based on deep learning have amply demonstrated their efficiency in processing MI EEG

signals using artificial neural networks [79]. Implementing a cascade of convolutional and recurrent neural

networks in the thesis project, seeks to optimize the signal processing in time and in terms of efficiency,

binarizing the weight patterns for training and signals classification.

Finally, the hexapod robot has been used in various works due to its movement comfortability on

unstructured surfaces and its multiple degrees of freedom [80]. These specific criteria motivated its selection

as the project application.

1.4 Motivations

The prime motivation for the topic selection comes from the considerable interest to propose a concrete

solution to a social problem scientifically, specifically here with the increasing number of people with motor

disabilities, according to the official statistics [81].

Another critical motivation derives from my Master’s academic research on the equipment

interconnection built from different technologies, the specific case of interconnecting the EMOTIV EPOC

headset, FPGA, Raspberry or NVIDIA Jetson TX2 cards with the hexapod, quadruped, or bipedal robots.

These preliminary works paved the path for the present thesis by studying the electronic modalities of the

coupling functioning.

This doctoral thesis fills out a crucial stage in this ambitious project development. It is projected to

control the home-user automation environment. Therefore, our motivation goes beyond the present thesis

objective, making people with motor disabilities independent in their communication with the surrounding

environment based on motor imagery EEG signals.
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1.5 Objectives

1.5.1 General Objective

The general objective of this doctoral thesis is to design and implement an embedded Brain-Computer

Interface (BCI) based on Motor Imagery EEG signals to control the hexapod robot motions voluntarily.

1.5.2 Particular Objectives

To reasonably achieve the general objective set out above, we present the following intermediate goals:

• Carry out a state-of-the-art analysis to gather recent information on BCIs in general and those based on

MI EEG signals in particular, EEG signal acquisition systems, development cards (FPGA, Raspberry,

Jetson TX2), and walking robots.

• Perform the subject’s training and EEG signals capture, to create a local database.

• Configure the BCI hardware components and implement the signal processing algorithms.

• Carry out the successful BCI implementation and functioning tests.

• Interpret and validate the results comparing with those of the state-of-the-art.

1.6 Thesis organization

This thesis is presented as follows:

Chapter 2 addresses the general concept of Brain-Computer interfaces, their evolution over time, their

categorizations, and functional structure. An emphasis is made on BCIs based on MI EEG signals to

understand better the BCI structure proposed in this thesis. A short introduction is made on EEG signals

to highlight the useful characteristics built for many BCI.

As a principal processing method used in this doctoral thesis, the deep learning approach based

on recurrent and convolutional neural networks is presented in Chapter 3. This chapter provides

fundamental concepts and neural network architectures related to general signals processing, especially

for electroencephalographic signals.

Chapter 4 presents the proposed method, that contemplates the principal steps in the BCI realization,

from the motor imagery EEG signals capture to a hexapod motions control. Aspects as equipment used,

algorithms implemented, and the BCI prototype presentation is developed in this chapter.
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In Chapter 5, experimental results obtained with the local database are compared with those achieved

with two public databases, to evaluate the implemented algorithm effectiveness. These public datasets are

selected according to the BCI paradigm similarities.

The thesis’s conclusion, presented in Section 5.4, reports the analysis of the results regarding those of

the state-of-the-art, highlighting the thesis’s particular contributions to meet the previous hypotheses.



Chapter 2

Brain-Computer Interfaces

This chapter covers the theory and development of a general Brain-Computer Interface (BCI), as shown in

Figure 2.1. Fundamental aspects such as the EEG signals nature and categorization, etymology of the BCI

concept, evolution over time and the BCI operating principle are explored in this part. Also, Brain-Computer

Interfaces based on motor imagery EEG signals are discussed before concluding the chapter.

Brain activity 
capture

Signals 
preprocessing

Features 
extraction

Classification

ApplicationsFeedback

Prosthesis

Robots
The user

Figure 2.1: The operating principle of a general BCI in robotics and human assistance.

2.1 The electroencephalography (EEG)

Electroencephalography measures the brain electrical activity over time through the electrodes placed on

the scalp. Besides, it allows the diagnosis of certain diseases that affect brain activity from signal registers

previously established with healthy subjects. It is the case with epilepsy, sleep disorders, Alzheimer’s, and

other cognitive diseases.

10
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2.1.1 Introduction

Researchers are unanimous in recognizing the German neuropsychiatrist Hans Berger for the electrical

activity firstly recorded on the human brain (1924). Earlier, the brain’s electrical functioning constituted

the main focus of Adolf Beck’s research [82]. Besides, the British Richard Caton had already made EEG

recordings in animals [83], depending on the wakefulness, sleep, anesthesia or death state.

Hans Berger described two dominant EEG rhythms, the alpha rhythm (10 cycles per second) and the

beta rhythm [25]. Therefore, broad research on EEG signals and their clinical use started. From Hans

Berger’s own words in 1929:

”The electroencephalogram represents a continuous curve with continuous oscillations in which ... one can

distinguish larger first order waves with an average duration of 90 milliseconds and smaller second order

waves of an average duration of 35 milliseconds [Beta waves]. The larger deflections measure at most 150

to 200 microvolts....”

Two years later, Berger made some revelations about the EEG. For example, in patients induced by

cocaine and general anesthesia or in sleep, ALPHA waves had low values compared to subjects in a normal

state. Similar results were observed in patients with severe intracranial pressure. However, in epileptic

patients, Berger noted that ALPHA waves had large amplitudes. His research revealed that Alzheimer’s

disease and multiple sclerosis markedly modify EEG recordings.

Taking advantage of Berger’s advances, the Foundation Carl Zeiss provided an oscillography and

electronic amplifier, which allowed it to observe the plane waves after a seizure in epileptic patients but

that the similar waves had growing peaks while they regained consciousness.

In 1934, Forester and Altenburger [84] recorded brain activities using selective electrodes placed directly

on the cerebral cortex (intraoperative EEG recordings), named the Electrocorticography (ECoG). Four years

early, with Canadian neurosurgeon Wilder Penfield published an expanded map of the human cortex locating

the motor, sensory, acoustic, and visual cortices [85].

Numerous advances in the study of EEG signals for medical purposes were developed between the 30s

and 40s, due notably to the cases of epilepsy that occurred during the two world wars. It is worth mentioning

the works of Rasmussen and Penfield [86], Schott [87], Jasper [88], Hayne [89], and Talairach [90].

The invention of color television in the 1950s and transistors in the 1960s helped various computerized

electroencephalography techniques to flourish. The utility of intraoperative (invasive) techniques decreased

significantly in the 1980s with computed tomography and magnetic resonance imaging inventions. They

only proceeded with invasive techniques in specific cases of severely altered epilepsies.

At the same time, research on assistance to people with disabilities advanced with technology. So, Vidal

formalized in 1973 the concept of Brain-Computer Interface [91], understood as a system that processes

the patterns of brain activity to convert them into commands for a given application. The objective was to
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communicate between a user and his local surroundings through brain signals.

Since the 90s, many trends of research and applications based on EEG signals continue to advance and

constitute a research field with much more prospects.

2.1.2 The Brain Structure

We begin this section with the Vilayanur S. Ramachandran famous citation:

”There are 100 billion neurons in the adult human brain, and each neuron makes something like 1,000 to

10,000 contacts with other neurons in the brain. Based on this, people have calculated that the number

of permutations and combinations of brain activity exceeds the number of elementary particles in the

universe”1.

2.1.2.1 The brain anatomy

According to its members, the human body is symmetric: one eye on the left and the other on the right, one

leg on the left and the other on the right. Therefore, we assume a virtual vertical axis passing through

the human center from the head to between the two legs, as represented by Leonardo da Vinci in the

Vitruvian Man. In particular, Figure 2.2 shows the right and left hemispheres divided into distinct lobes,

whose complex function depends on the effective coordination between several neural networks distributed

in the brain.

Figure 2.2: Cerebral lobes. The frontal (F), parietal (P), temporal (T), and occipital (O) brain lobes.

The frontal lobe is located at the front of the cerebral hemispheres. The primary motor cortex, the upper,

middle, and lower frontal gyruses are the four convolutions that constitute the frontal lobe, and each one has

its specificity [92]:

1”The neurons that shaped civilization”. TEDIndia Talk, www.ted.com. November 2009.
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• The primary motor cortex manages voluntary movements. The superior frontal gyrus plans behavior.

The middle frontal gyrus controls superior executive functions and decision-making processes [93].

• Broca’s area, located in the inferior frontal gyrus, is involved in language production, processing and

comprehension [94].

The developmental maturity of the human frontal lobe occurs between 25 and 30 years. It is the largest

of all the brain lobes. Various cognitive functions depend on the frontal lobes such as judgment, memory,

appropriate or no social behavior, planning and problem-solving.

The parietal lobe is located between the temporal and occipital lobes and is composed of the superior

and inferior parietal lobules, separated by the intraparietal groove. The parietal lobe manages sensory

information (temperature, pain, pressure), visual data in addition to learning mathematics [95].

The temporal lobe controls sound and speech processing, essentially the left one, with a phonological

representation purpose [96]. The left gyrus handles functions such as color processing, word, face and

number recognition [97].

The occipital lobe is placed at the back of the brain, posterior to the parietal and temporal lobes. It is

the smallest cerebral lobe responsible for the vision and its interpretation. It receives visual information,

processing and dispatching it to other brain areas for analysis, representing the visual cortex’s primary

function [98].

With this brain anatomy comprehension, we are going to analyze how specific information is

communicated from one cerebral cortex to another by means of neurons.

2.1.2.2 Neurons

The brain is basically made up of neurons and glial cells. A neuron is a cell possessing electrical and

chemical properties that allow it to propagate nerve impulses, specialized in inter-neural communication.

There are about 30 billion neurons available to the brain at birth, which can vary depending on the subject

up to 89 billion [99].

Figure 2.3 illustrates the fundamental structure of a neuron. The existence of an electrical potential in

the nerve cell and a chemical process that warrants communication from one neuron to another ensures the

formation of small and then vast neural networks.

The neuron typically receives signals through dendrites or even through its molecular body and produces

as an organic reaction, electrical potentials whose frequency is proportional to the input signals. These

potentials are then propagated through the nerve fiber. Multipolar inter-neurons (see Figure 2.3(a)) have a

single long axon with very dense branches at its end. Figure 2.3(b) shows a motor neuron that generally

interacts with a muscle cell and, in mammals, has the axon almost covered by fat (myelin). As illustrated

in Figure 2.3(c), the nerve impulse is carried by two axons with different ends in the sensory neuron. The
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Figure 2.3: The typical mammalian neurons structure. The electrical potential in the cell is unidirectional;

its propagation direction in the axons is shown by the arrows [1].

first connects the recipient cell to the molecular body located in the dorsal root ganglion. The second axon

establishes the connection between the molecular body and the spinal cord or brain.

The synapse formed by the termination, the synaptic cleft, and the next neuron dendrite (postsynaptic),

interconnects two neurons. The neurotransmitter is the chemical released by the synapse when it receives

action potentials. Moreover, the postsynaptic neuron undergoes an excitatory or inhibitory effect depending

on the amount and type of neurotransmitters released.

Multiple factors intervene in the communication between neurons. The neurotransmitters amount

released by axons, their speed through the synaptic cleft, and the number of postsynaptic receptors, influence

the communication power between neurons. The most sustained represents the increase in the synapses

number, called ”synaptogenesis”.

Myelination fulfills a significant role in the communication between two neurons: by releasing a

neurotransmitter in an electrical pulse nature, the axon assumes the conductor role. Therefore, myelination

plays the insulating effect for the axon easing the cerebral electric current circulation.

The human brain is extremely complex functionally. Each brain part is dedicated to a specific assignment

with interconnected neurons constituting a network, which can be interconnected to other networks,
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especially for similar or identical tasks. Thereby, the areas have very specific functions, as presented in

Section 2.1.4.

2.1.3 EEG Signals

There are predominantly two brain signal groups, typically depending on how the subject is stimulated: On

one hand, we have brain rhythms whose existence is not induced by external stimulation. Put differently, the

existence of these signals is not caused by an external stimulus. These are signals detected during sleep, in

a consciousness state, or specific cases of cerebral pathology diagnosis. On the other hand, there are evoked

potentials resulting from an external stimulation or an internal event like stress, a directed thought, or a

memory. These signals are classified into frequency bands as follows:

• Delta: These waves are present in a state of dreamless sleep or meditation. These are slow waves due

to their frequencies below 4 Hz.

• Theta: With frequencies between 4 and 8 Hz, these waves appear in a state of drowsiness and help in

learning, and memory consolidation. Attention deficits accompanied by hyperactivity in adults can be

seen through Theta rhythm picks. The frustration or disappointment state is also observable through

Theta waves.

• Alpha: These waves produce frequencies between 8 and 13 Hz and are observed during an alertness

state, superficial meditation, or mental activity coordination.

• Beta: Waves produced by an attention engaged state through cognitive tasks such as solving a problem

or during an external stimulus. Their frequencies vary between 14 and 30 Hz. This waveband is

frequently divided into low and high Beta-band for signal processing.

• Gamma: These waves contain frequencies above 30 Hz and are observed during intense attention or

sustained concentration states. They also intervene during the information synchronization provided

by several cerebral lobes at the same time.

In summary, Delta waves are associated with the deep sleep state, Theta with the drowsiness state, Alpha

with relaxation, Beta with sustained attention, and Gamma with the excited state.

For their part, the Steady-State Evoked Potentials are classified into Steady-State Visual Evoked

Potentials (SSVEP) [100], Steady-State Auditory Evoked Potentials (SSAEP) [101], Steady-State

Somatosensory Evoked Potentials (SSSEP) [102], Steady-State Cognitive Evoked Potentials (SSCEP) [103]

and Steady-State Motor Evoked Potentials (SSMEP) [104]. A subject periodically stimulated by a

scintillating photo or an amplitude modulated sound produces a Steady-State Evoked Potentials (Visual

and Auditory) whose stimulation frequency equals the EEG signal periodicity [105].

Event-Related Potentials (ERP) are EEG waveforms associated with sensory, cognitive, or motor

stimulation [106]. The instant between the stimulus presentation and the appearance of the wave representing
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an ERP understood as the event triggering time carries out to define particular signals, for instance, P300

signals which appear 300 milliseconds after the stimulus is presented. Somatosensory Evoked Potentials

(SSEP) generated by sensory stimuli such as pain or touch sensation, and Error stimulation Potentials (ErrP)

are other types of ERP signals [107].

The evoked potentials typically appear as a potential difference between electrode pairs for a given

external stimulation. They are defined according to their occurrence time (milliseconds), their polarity

(negative for n and positive for p), their spatial location, and the used protocol (mismatch negativity for

MMN).

Event-Related Desynchronization (ERD), as well as Event-Related Synchronization (ERS), is typically

associated with cognitive tasks such as Motor Imagery (MI) or the physical movement execution, mental

calculation, or the imaginary rotation of geometric figures [108].

For a classic example, The left-hand movement imagination produces in the right sensory motor cortex,

an EDR of 8 to 12 Hz in the µ band and 16 to 24 Hz in the β band, an ERS follows after the movement

imagination [109].

Capturing EEG signals, first of all, refers to the signal definition and the brain cortex. Detection

equipment can be located on the cortex that employs an invasive or non-invasive approach in the given

task.

2.1.4 EEG signals Capture Systems

Neurons’ excitation causes ionic current to flow through synaptic junctions and cells, causing brain activity.

Electric potentials are therefore generated from these particle movements.

The EEG uses electrodes often made of silver chloride (AgCl) to capture electrical potentials generated

by brain activity. An EEG system is called non-invasive when these electrodes are placed on the scalp.

A conductive paste is used on dry electrodes to maximize the electrical current flow to the electrode. The

electrode is placed directly over the interest cortex in an invasive system by surgery (see Figure 2.4). Invasive

systems are predominantly employed in diagnosing cases or treating specific diseases [110].

The electrodes can be active or passive depending on whether or not they are equipped with an internal

pre-amplification system, considering that the electrical potentials generated by brain activity are of the

order of 100 µV at most and must be amplified from 10 to 50 thousand times.

The electrode mounting can be unipolar or bipolar. In a unipolar mounting, one electrode is active,

and the other is taken as a reference for the potential difference to be measured. However, in a bipolar

arrangement, both electrodes are active. Generally, EEG headsets consist of 1 to 256 electrodes.

Faced with the difficulty of organizing the cerebral cortex coverage by electrodes to detect neuronal

activity properly, the international 10-20 electrode placement system (see Figure 2.5a) was proposed by the

International Federation of Societies for Electroencephalography and Clinical Neurophysiology (IFCN) in
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Figure 2.4: Invasive and non-invasive brain electrical activity recordings [2].

1958 [111].

The 10-20 system reflects the distances between adjacent electrodes, which must be 10% of the skull’s

circular length (front-back) and 20% of its longitudinal distance. The 10-20 system employs uppercase

letters to locate the brain hemisphere, as shown in Table 2.1. The central lobe does not actually exist as seen

Table 2.1: 10-20 System Electrodes nomenclature according to the brain lobes.

Lobe location Electrode

Frontal F

Temporal T

Central C

Parietal P

Occipital O

in Section 2.1.2, the letter C is used only for the usage purpose.

Therefore, the electrode designation begins with capital letters indicating the cerebral cortices which

carry them. In the second position come either the lowercase letter ”z” for the electrodes located on the skull

longitudinal axis or a number. The numbers (2,4,6,8) show the right-hemisphere electrode location while

the odd numbers (1,3,5,7) refer to the left-hemisphere electrode placement.

The International 10-20 system for electrodes placement was defined for twenty-one electrodes. For

the research sake into brain functioning, the 10-10 (1985) and 10-5 (2001) systems were proposed later to

increase spatial resolution by extending the number of electrodes [112].

Figure 2.5b representing the 10-10 System, shows electrodes added to those of 10-20 system. Since the

electrodes mosaic is denser, the 10-10 system (with up to 64 electrodes) makes it possible to cover almost



2.1. THE ELECTROENCEPHALOGRAPHY (EEG) 18

(a) The International 10 - 20 System Electrodes

configuration.

(b) The 10 - 10 System electrodes configuration [112].

Figure 2.5: The 10-20 and 10-10 electrode placement systems for recording EEG signals. (a) The initial

10-20 system was proposed in 1959 and (b) the 10-10 system was introduced in 1985.

Table 2.2: System 10-10 added electrodes nomenclature.

Between Electrodes MCN Code Location

Fp and F AF Anterior Frontal

F and C FC Frontocentral

F and T FT Frontotemporal

C and P CP Centroparietal

P and O PO Parieto-occipital

T and P TP Temporal-posterior

all the cerebral cortices and, therefore, provide the spatial resolution improvement of EEG signals.

With the increase of electrodes, the Modified Combinatorial Nomenclature (MCN) was agreed to

name each electrode [113], especially the added ones. The system provides odd numbers between 1 and

9 equivalent to 10, 20, 30, 40, and 50% of the left-hemisphere considering the nasion-inion distance, to

place intermediate electrodes. The MCN system nomenclature provides the codes listed in Table 2.2.

The electrodes T3, T4, T5, and T6 of the 10-20 system are replaced by the electrodes T7, T8, P7 and

P8 in the designation MCN. The letter P is decoded in two ways: P means Parietal when it is followed by a

number less than or equal to 6. For a number greater than 6, P is translated as posterior temporal.

Table 2.3 relates the electrodes terminology of the 10-20 system to the brain signals type to be

detected considering a given stimulus. But in practice, various approaches have been developed to locate

the discriminating electrodes for a defined stimulus [114].
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Table 2.3: Nomenclature and functions for the electrodes in the international 10−20 system [6].

Brain region Electrode Function

Frontal

Fp1 Attention

Fp2 Judgment restrains impulses

F7 Verbal expression

F3 Motor planning

F4 Motor planning of left-upper extremity

F8 Emotional expression

Temporal

T3 Verbal memory

T4 Emotional memory

T5 Verbal understanding

T6 Emotional understanding and motivation

Central

C3 Sensorimotor integration (right)

Cz Sensorimotor integration (midline)

C4 Sensorimotor integration (left)

Parietal

P3 Cognitive processing special temporal

Pz Cognitive processing

P4 Math word problems, Non-verbal reasoning

Occipital

O1 Visual processing

Oz Incontinence

O2 Visual processing

Based on the neural network interconnections spanning multiple cortices, as explained in Section 2.1.2,

the probability of the same stimulus producing discriminant EEG signals in more than one cerebral cortex

is greater. Hence, the practical difficulty of deciding exactly the electrodes discriminating the EEG signals

produced by a given stimulus.

2.2 Brain-Computer Interfaces based on EEG

Brain-Computer Interfaces (BCI) allow communication between a given user and his/her immediate

surroundings through brain signals. These systems are based on the electrical characteristics of cerebral

signals, as explained in Section 2.1.2. BCIs based especially on EEG signals are widely used in medical

research [115] as in various modern applications [116] due to the technological advances of the capture

equipment and their low acquisition cost. Brain-computer systems have captured the researchers’ attention
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for two decades. Escolano et al. have developed a dry EEG system to allow BCI home use for spinal cord

injury patients [117]. For its part, Banach et al. designed a wheelchair fully controlled by an algorithm using

alpha waves [118]. Solid knowledge of neuroscience, psychology, engineering, computer science, and signal

processing are required to design a BCI system. The following section explains the working principle of a

BCI system based on EEG signals.

2.2.1 Principles

Figure 2.6 resumes the six steps contemplated in the BCI system’s functioning. The first step consists of

the brain activity capture. The user intentionally varies his brain state according to the given task while the

capture equipment records corresponding signals to control the application. For the capture of EEG signals,

Brain activity 
capture

Signals 
preprocessing

Features 
extraction

Classification

ApplicationsFeedback

Prosthesis

Robots
The user

Figure 2.6: General structure of BCI based on EEG signals. This model approach is developed in this thesis.

non-invasive systems are more commonly used than invasive systems, which prevent surgery for placing the

electrodes. In fact, according to electrodes type, BCIs are classified into invasive and non-invasive systems.

One problem when dealing with EEG signals is that they are inherently non-stationary. This phenomenon

is because brain processes change due to brain state changes, e.g., mental fatigue [119]. For this purpose, in

the preprocessing step, raw EEG signals are cleaned and denoised to enhance the relevant information [120].

By obtaining noise-free EEG signals from the preprocessing phase, the extraction process of relevant

features is required, which varies depending on the type of signals [121].

In the next stage, EEG features are classified using linear and nonlinear Bayesian, Artificial Neural

Networks (ANN), and k Nearest-Neighbors (k-NN) classifiers [122]. Each class represents the brain activity

pattern generated for the task, i.e., the right-hand finger movements.

Each feature class is associated to a command controlling an application which could be a robot, a

wheelchair, a prosthesis or any other application. Explicitly, the right-hand finger movements could be
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translated into commands to move the NAO robot forward, backward, to the right, to the left, or to stop.

The feedback step allows the user to be informed about the features class recognized by the application.

The purpose is to modulate brain activity if the application’s control changes. Each step mentioned above

requires an adequate calibration of the equipment and processing algorithms according to the nature of the

EEG signals recorded. This leads to very varied approaches to BCI systems based on EEG signals.

2.2.2 EEG Capture Systems

Various equipment for capturing EEG signals has been used in non-invasive BCI systems. Taking into

account low-cost, capacity, portability, resolution, sampling rate, compatibility, reliability, and scalability

criterion, the most prominent BCI systems are [123]:

• The g.tec BCI called g.BCIsys, is made in Austria. This equipment records simultaneously

Electroencephalogram (EEG), electromyogram (EMG), electrooculogram (EOG), and

electrocardiogram (ECG) signals [124].

• The EEG Powerlab Data Acquisition System, a New Zealand product, records signals on 32 cortical

sites [125].

• The Emotiv Epoc Headset, is made in Australia. This is a portable, high resolution, and 14-channel

EEG system for practical research applications only [126].

• The Neurosky Mindwave equipment is made in the USA, consisting of a headset, an ear-clip, and a

sensor arm [127].

Figure 2.7 shows the EEG non-invasive equipment mentioned above. However, various other capture devices

are not included in the above list, but they are used in some BCI applications. The case of the EEG-1200

JE-921A medical equipment used in [128] and of the system using the ADS1299 chip implemented by Rai

et al. [129].

2.2.3 EEG Signals Preprocessing

EEG signals are commonly analyzed in temporal, frequency, or/and spatial domains. In time-based

representations, for instance the case of event-related potentials (ERP), EEG signals are extracted from a

time-window. In contrast, spectral powers are considered in the EEG signal processing for frequency-based

representations. The latter is originally classified according to frequency; consequently, the frequency

domain is inherent in the processing process, constituting a signals prefilter. Spatial representations are

based on the electrodes topography according to their functions as described in Table 2.3, Section 2.1.4.

Active cortical areas according to a defined task could be reconstructed by spatial filters (Laplacian filters)

to evaluate the signal-to-noise ratio (SNR) between signals from neighboring electrodes. Considering the
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(a) The gBCIsys equipment. (b) The Neurosky Mindwave equipment.

(c) The EMOTIV EPOC headset. (d) The PowerLab DAQ system.

Figure 2.7: The prominent EEG capture equipment for noninvasive BCIs.

non-stationary property of EEG signals and the differences between frequency bands activation, approaches

based on two or three combined representations are frequently used in practice [130].

The preparation of the EEG data matrix for the preprocessing process depends on the considered

representation domain and generally includes signal frequency bands, the length and number of the signals

time-window (samples), the number of selected sensors, and the number of test subjects.

Because variations in the electrical potential of the EEG signal are on the magnitude of tens of

microvolts (µV), preprocessing of EEG signals, also referred to as signal enhancement, is required after

signal acquisition to remove noise from the effective signal and preserve useful information. Artifacts, which

are muscular activities of body parts not involved in the task, such as eye blinking, eye movements (EOG),

and heartbeat (ECG) added to EEG signals, are one source of the noise. Besides, because the recording

equipment is essentially electrical, interference from electric lines is added to the EEG signals. As a result,

the raw EEG signals should be preprocessed beforehand [131].

Various approaches have been developed to eliminate artifacts from EEG signals, in particular,

approaches based on Common Spatial Patterns (CSP) [132], Independent Component Analysis
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(ICA) [133], Principal Component Analysis (PCA) [134], Common Average Referencing (CAR) and

Surface Laplacian [135], Robust Kalman Filtering (RKF) [136], Common Spatio-Spectral Patterns

(CSSP) [137], Adaptive Filtering [138], Ensemble Empirical Mode Decomposition [139] and deep learning

approaches [140]. Each approach offers advantages and disadvantages, and the specific method to be

used is determined mainly either by the nature of the EEG data available or the downstream processing

stages. Moreover, some methods are improvements of others, the case of The CSSP that deal with the CSP

limitations by applying spectral filters to the raw EEG signal before using the spatial filtering [137].

2.2.4 EEG Features extraction Algorithms

The feature extraction step aims to reduce the dimensionality of the EEG signals preprocessed, in terms

of relevant information, summarizing the essential properties of the signals defined by the task. Either to

extract features ki and k j, belonging to distinctive classes X and Y contained in the signal S. Features must

tend to maximize and minimize variances depending on whether they belong to the same class or not, as

follows,

ki⇒ min{Cov(ki)}, ∀ ki ε X, (2.1)

k j⇒ min{Cov(k j)}, ∀ k j ε Y, (2.2)

ki⇒ max{Cov(ki)}, ∀ ki ε Y, and (2.3)

k j⇒ max{Cov(k j)}, ∀ k j ε X. (2.4)

With X= [k1,k2, . . . ,ki]
⊺ and Y= [k1,k2, . . . ,k j]

⊺ feature vectors of each class. To assure their classification

in the following stage, features of the same class must be closer and those of different classes must be

evaluably dissimilar.

The temporal, spatial, or spectral information can be exploited depending on the signal

enhancement-method. A variety of algorithms are employed to extract features from EEG data, such as

Genetic Algorithms (GA) [141], Wavelet Packet Decomposition (WPD) [142], Adaptive Auto-Regressive

parameters (AAR) [143], Fast Fourier Transformations (FFT), Wavelets transformations (WT) [144], deep

learning approaches, among others.

CSP algorithms and their variants are also used to extract EEG discriminant features [145], and ICA

that separates blind sources from EEG signals [146]. For its part, Empirical Mode Decomposition (EMD)

allows obtaining features in the time-frequency domain decomposing an EEG signal into several Intrinsic

Mode Functions (IMF) [147].

Several EEG signal-based feature extraction techniques are being developed and current challenges

include maximizing the efficiency of the training structure using a reduced feature set.
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2.2.5 EEG Feature Classification Methods

In the classification stage, each feature vector vi = [v1,v2, ...,vn]
⊺ is associated with its respective class ci,

after training on the subset of feature vectors. The training aims to optimize a function f that associates to

each feature vector vi a class ci, such as ci = f (vi).

Generally, in the classification step, training features set associated with their respective classes is

processed to assign new objects to only one of these classes. The binary classification contemplates two

classes, while a multi-class classification is evoked for more than two classes. A multi-class classification can

be carried out using binary classification: one against one in pairs [148], one against all [149], hierarchical

classifiers similar to a binary decision tree [150], or interpretable multi-class classifiers [151].

In the literature, linear classifiers, nearest-neighbors classifiers (NNC), ANN classifiers and nonlinear

Bayesian classifiers (NBC) are developed. Linear classifiers are based on a linear function to ensure the

classification, among which LDA [152] and SVM (linear kernel) [47] algorithms have improved results for

EEG classification.

The nearest-neighbor classifiers as non-linear classifiers consider the closest neighbors to assign a

feature vector to a class. The feature vector can be part of the training set, as in the case of k−NN classifiers,

or be taken outside the training set. Therefore, k is a parameter that allows considering k neighbors of a

training sample in the features space [153].

Bayesian classifiers are based on Bayes’ posterior probability rule to assign a features vector to a class.

Naı̈ve Bayesian Classifiers [154] and Hidden Markov Models (HMMs) are examples of non-linear Bayesian

classifiers and offer satisfactory results in the classification of EEG signals [155].

Recently, various classifiers based on deep learning models have been developed using complex artificial

neural networks. From Multi-Layer Perceptron Neural Network (MLPNN) [156] to recent specialized EEG

deep neural network [157], classifier challenges are how to design hidden layers making them more efficient

to predict classes from the learning features.

The accuracy metric is one of the statistical metrics used to evaluate classification performance. It

provides the correct recognition percentage and varies depending on defined classes. When a feature vector

is erroneously classified to class A given that it corresponds to class B, classification errors occur. The

confusion matrix or other methods could be used to examine such types of errors [158]. Some classification

performance metrics could be computed: given a positive class P where a feature vector is assigned, True

Positives (TP) are all features assigned correctly to the class P. In constrast, other classes are seen as negative.

Assigning class P features to another class is called False Negative (FN) while True negatives (TN)

are called to all features of other classes than P not assigned to class P, False Positives (FP) being all

features erroneously assigned to class P. Therefore, it can be defined the following statistical measures for
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the classification evaluation,

Accuracy =
T P+T N

T P+T N +FP+FN
, (2.5)

Sensitivity =
T P

T P+FN
, (2.6)

Speci f icity =
T N

T N +FP
, (2.7)

Precision =
T P

T P+FP
, (2.8)

F− score =
2× precision× sensitivity

precision+ precision
. (2.9)

High classification accuracy is currently used to evaluate the EEG-based BCI performance. One subset can

be used to train the model for large datasets. However, for small datasets, a k-folds cross-validation technique

is recommended that splits a whole dataset into k folds, taking iteratively one-fold as test set and the others

as a training set.

There are several methods of classifying EEG signals and numerous evaluation metrics, for instance

using strong class association rules based on overall coverage of the learning sets [159] or merging

the Apriori algorithm, Harmony Search, and Classification-Based Association (CBA) method to build a

rule-based classifier [160]. The use of either technique will depend on the project requirements and on the

specificity of the available signals.

2.2.6 BCI applications based on EEG Signals

BCI applications based on EEG signals are numerous and continue to flood the field of scientific research and

modern applications for public use [161]. For general purpose use, classified feature vectors are transformed

into commands:

• to communicate using devices and software such as neuroprostheses, adapted computers, or word

processors [162];

• to control the surrounding environment as intelligent home systems, telemedical systems, desk

assistants, robotic manipulators, or rehabilitative systems [163];

• to control assistive devices such as exoskeletons and wheelchairs for people who have lost their motor

functions [164].

The diagnosis and treatment of severe brain injuries or severe movement impairments are among the medical

applications of BCI systems [165]. The therapy could include using a rehabilitation neuroprosthesis, which

encourages the patient to generate brain signals on purpose to perform a specific task. The therapy cycle is

successful once the patient can accurately control the prosthesis and produce commands that correspond to

his intention.
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The design of an EEG-based BCI application must comply with the code of ethics for its deployment,

namely the Helsinki Protocol of 1964, as updated in 2001 [166]. This protocol recommends, among other

considerations, the patient’s informed consent, personal and shared responsibility within the experiment

team, potential risks, and societal implications of the experiment. Figure 2.8 summarizes the most relevant

applications of BCI systems based on EEG signals.

BCI Applications  
Based on EEG

Signals

  Exoskeletons,  
Wheelchairs, 

robots 

Assistive
devices, video

games, VR 

Smart systems, 
mobile phones 

Smart homes,
adapted 

computers 

Autonomous
cars, drones 

Neuro-
prostheses 

Tele-
rehabilitation 

Nanomedical 
systems 

E-health, 
e-learning 

Telemedecine 

Clinical applications

Ordinary uses

Figure 2.8: Representative BCI Applications based on EEG signals.

2.2.7 Feedback

The feedback delivers information to the application allowing the user to maintain full control of the

application, especially for real-time applications. The feedback could be visual, audible, or other depending

on the user’s functional sensory functions. Thus, the user will adjust brain signals according to the defined

tasks to control the application. The user and the application have a master-slave relationship as the feedback.

As a result, in addition to the fixed or adaptive signal processing algorithms implemented, the user should

be rigorously trained to produce precise brain signals so that the application can decode them.

2.2.8 Chapter Conclusion

This chapter presented the principles, prominent capture equipment and relevant processing algorithms for

Brain-Computer interfaces based on EEG signals. The brain structure, EEG signals, and electrode placement

systems were introduced to understand the topic best. This chapter constitutes the central node of the

understanding, and the development of the thesis. BCIs constituting a vast field evolving from day to day,
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the content developed in this chapter pursued the objective of identifying the BCI key concepts for a better

thesis understanding.



Chapter 3

Artificial Neural Networks

”When an axon of cell A is near

enough to excite a cell B and

repeatedly or persistently takes part

in firing it, some growth process or

metabolic change takes place in

one or both cells such that A’s

efficiency, as one of the cells firing

B, is increased.”

D.O. Hebb [167]

This chapter describes the operating principle and two artificial neural networks (ANN) types. Before

completing the chapter, a brief introduction to the ANN history is presented, and learning algorithms and

activation functions.

3.1 Introduction

Artificial neural networks, inspired by the human brain in name and structure, are a sub-field of machine

learning and use deep learning algorithms to mimic the functioning of biological neurons. They could well

be considered artificial clones of the human brain in how they integrate artificial neurons to solve problems

ranging from simple to complex.

Already early on, the ancient Greeks projected the idea of a ”thinking machine” [168], for example,

with the ”Antikythera mechanism” in the eclipse prediction [169]. Warren compared neurons with a binary

threshold to Boolean logic at the turn of the century [170]. Rosenblatt developed the first perceptron

28
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Figure 3.1: Artificial Neural networks structure.

model [171] called Mark I Perceptron based on McCulloch and Pitt’s work by the 1958s. His first

tests with the perceptron allowed him to recognize the cards marked on the left and those marked on the

right. Figure 3.2 shows the McCulloch-Pitts neuron structure. The neuron receives the data Input vector

w2

w3

w1

wN

x1

x2

x3

xN

Inputs Weights

Threshold

y

Output

Figure 3.2: The McCulloch-Pitts neuron structure.

[x1,x2,x3, . . . ,xN ]
⊺ including neighboring neurons. The sum of products xiwi is compared with the Threshold:

the output ”y” takes ”0” if the sum is below the Threshold and ”1” otherwise, activating the neuron or not.

The weights W , that is the strength of each neuron’s synapse, are modified according to the inputs by

minimizing the difference between the actual output and that predicted by the neuron.

The perceptron includes an input called ”bias” set to 1 for function computing purposes,

compensating for the addition operation, in addition to the data or the output connection
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of another nearby perceptron. Rosenblatt’s perceptron works as described in Algorithm 1.

Algorithm 1 The operational algorithm of Rosenblatt’s perceptron.

Input: Training examples {xi,yi}m
i=1.

1 Initialize w and b randomly

while notconverged do

2 ### Loop through the examples.

for j = 1,m do

3 ### Compare the true label and the prediction.

error = y j−σ(w⊺x j +b)

### If the model wrongly predicts the class, update the weights and bias.

if error! = 0 then

4 w = w+ error× x j

### Update the bias.

b = b+ error

5 end if

6 end for

7 Test for convergence

8 end while

9 return Set of weights w and bias b for the perceptron.

In the case of binary output, such as y = 1 or y = 0, the threshold that works as an activation function

is fairly straightforward. However, studying the neuron firing function in depth is crucial to categorize

numerous entries to appropriate labels. Rosenblatt pioneered the machine learning era by implementing

the perceptron in hardware with an adapted computer language: he achieved to classify basic 20 × 20 pixel

patterns.

In 1959, Bernard Widrow developed the first artificial neural network configured to solve a real

problem, ADALINE employing ADAptive LINear threshold Elements, and MADALINE built specifically

to remove noise in phone lines [172]. So we were witnessing the birth of artificial intelligence, with heuristic

programming where computers could solve research, learning, pattern-recognition, planning, and induction

problems.

”The Winter of Artificial Intelligence” had started with Marvin Minsky’s writings 1 towards the end

of the 1960s. The problem raised by Minsky was based on multilayer neural networks, as illustrated in

Figure 3.3, considering Rosenblatt’s unique neuron model: how to optimize the weights of the neurons in

each layer so that the number of training iterations will be finite and as small as possible, for a desired output

?.

1https://apps.dtic.mil/sti/pdfs/ADA078863.pdf

https://apps.dtic.mil/sti/pdfs/ADA078863.pdf
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Figure 3.3: The multilayer neural network structure.

Minsky further addressed the idea of employing a large number of random neurons to build one or

more hidden layers that interconnect the perceptron’s input and output to solve complex problems, with the

expectation that each neuron in the hidden layer would deal with a different part of the problem.

The structural problems of Minsky’s multilayer perceptron (MLP) generated discouragement and a loss

of funding for related research. An attempt to solve the problems of training neural networks came with Paul

Werbos’ doctoral thesis in 1974, which integrated the ”feedback” approach in neural networks [173].

Two mechanisms complement each other in backpropagation: on the one hand, the descent gradient

continuously updates the weights and the bias towards the global minimum of the cost function. On the

other hand, the backpropagation compares the cost gradient concerning the cost function. As a result, the

gradient descent determines the magnitude and direction of the adjustments to be applied to the weights and

bias, as illustrated in Figure 3.4.

x

f(x) Start
1rst iteration

2nd iteration

...

Global minimum

Local minimum

Convergence

Figure 3.4: Convergence towards the global minimum of a cost function, using Gradient Descent. The jump

is determined by the gradient value at the considered point.
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Fifteen years later, integration of constraints provided by the task domain in backpropagation neural

networks was proposed by Yann Lecun to solve the task of Handwritten Zip Code Recognition [4].

While several meetings were organized to relaunch neural network research in 1982, Jon Hopfield

proposed the Hopfield Net [3]. In a Hopfield network, information is propagated in a recurring way, that

is to say backwards and forwards. When the information finds a stable state where the information does not

vary, the dynamics stops but in the opposite case, the network could continue working infinitely. Figure 3.5

presents the Hopfield Net structure. The Hopfield network is considered as an associative memory of

Neuron
5

Neuron
1

Neuron
2

Neuron
4

Neuron
3

xip

xjp

xip

xjpxip

Figure 3.5: The Hopfield Net architecture [3].

addressable content where the matrix of weights W to be determined uses a Lyapunov function. Constructing

the weight matrix, Wi j elements are found as

Wi, j = ∑
i, j

x
p
i · x

p
j , (3.1)

where x
p
i and x

p
j represent respectively the element i and j of the input pattern p to be memorized by

the network. Since N is the number of neurons, a proportion of 0.15×N patterns can be memorized by

the network without error in recall, that is, seven neurons per input pattern, according to the empirical

experiments.

Since the 1980s, neural networks have been blooming due to the backpropagation algorithm. As a result,

the concept of unsupervised machine learning became a fact [174], and ANNs began to be used in various

researches [175].
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3.2 Convolutional neural Networks (CNN)

3.2.1 The history

Fukushima declared this in 1987 [176]: “Classical work in visual pattern recognition has demonstrated the

advantage of extracting local features and combining them to form higher order features. Such knowledge

can be easily built into the network by forcing the hidden units to combine only local sources of information.

Distinctive features of an object can appear at various locations on the input image. Therefore it seems

judicious to have a set of feature detectors that can detect a particular instance of a feature anywhere on

the input place. Since the precise location of a feature is not relevant to the classification, we can afford

to lose some position information in the process. Nevertheless, approximate position information must be

preserved, to allow the next levels to detect higher order, more complex features (Fukushima 1980; Mozer

1987).”

The Neocognitron, which was inspired by the architecture of the simple and complex cells of the primary

visual cortex, was the first step in today’s CNNs. In contrast to what was previously used as fully connected

networks, Fukushima proposed alternating layers of convolution and pooling to learn simple and complex

features of the input image, as does the visual cortex.

The description and operation of the Neocognitron was supported by the work of Lecun et al. [4]

which achieved recognition of handwritten digits with the LeNet5 network, and Fukushima succeeded

with the Neocognitron in alphanumeric character recognition. The Neocognitron weights are shared in each

convolution and the averages are replaced according to average pooling.

In addition to integrating constraints from the task domain, Lecun’s modification of backpropagation

neural networks aimed to fulfill the need to recognize handwritten digits using data from the US Postal

Service, as shown in Figure 3.6. This was the forerunner of today’s deep learning techniques. To analyze

image attributes, subsets of the input image are considered. Each hidden layer applies convolution having

a finite number of units to learn the distinctive features. The combination of information from previously

hidden layers are operated until the input digit is interpreted: the first and second hidden layers have 12

layers of 12 × 64 units and 12 layers of 12 × 16 units, respectively. The third hidden layer has 30 units,

fully connected with the output of 10 digits.

Towards the 90s, after the promotion of CNNs by Lecun, a system for amount recognition was

operational commercially for reading checks.

However, the implementation of CNNs to complex problems requiring cascades of convolutions was

hampered by technological limits supporting the architectures model training. Also, the lack of robust

databases added to the problem of vanishing gradients [177] reduced interest in CNNs in favor of other

classification solutions, such as SIFT [178] for example.
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Figure 3.6: LetNe5 architecture illustration [4].

3.2.2 Structure of CNNs

The interesting part of CNNs is how convolutions operate at the hidden layers level to learn local data

characteristics. In the mathematical theory, the convolutions of two signals x1(t) and x2(t), in time-domain

as well as in frequency-domain are given by

y(t) = x1(t)∗ x2(t) =
∫ ∞

−∞
x1(p) · x2(t− p)d p, (3.2)

where y(t) is the continuous convolution of x1(t) x2(t) signals, ∗ the convolution operator and p is a dummy

variable of integration. The discrete convolution for 1-D signals is given by

y[n] = x1[n]∗ x2[n] =
∞

∑
k=−∞

x1[k] · x2[n− k] (3.3)

where x1[n] and x2[n] are discrete signals, n is the index number of input sequences and k the input sequence.

Therefore, for 2-D signals as images, the Eq. (3.3) can be expressed as

(x1 ∗ x2)[m,n] =
∞

∑
i=−∞

∞

∑
j=−∞

x1[i, j] · x2[m− i][n− j] (3.4)

where i, j is the pixel spatial location on the map feature.

Convolutional layers use essentially filters, as presented in Figure 3.7. Assuming two successive
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convolutions for the RGB image, convolutional filters correspond to the same channel size CR as the feature

maps on which they operate. However, CB filters convolve for output feature maps of CB channels. The

WR
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HB

WG

WB

hR
wR

hG*

Input feature maps 
(Height, Width, Channels)

CR

wB

ReLU

CB

Filters (kernel) by color
channel

Output feature maps

HR

wG

hB

CG

Figure 3.7: Illustration of convolutional filters for 2-D signals.

Rectified Linear Unit (ReLU) is the activation function (see Section 3.5), and in general, the activation

function f receives the filter weights Wk, the input feature map x and the bias bk as arguments, according to

hk
i, j = f ((W k ∗ x)i, j +bk), (3.5)

where hk
i, j represents the kth output feature map of the input x at spatial location i, j.

Adopting X and Y as the input and the output feature maps, F as the kernel or convolutional filter. The

convolution across the convolutional layer operates as

Yi, j,k = ∑
l,m,n

Xl, j+m,k+n Fi,l,m,n, (3.6)

where the scalar elements i= {1,2, · · · ,C} is the feature map channel and j = {0,1, · · · ,h}, k = {0,1, · · · ,w}
represent the spatial location of the i-th channel pixel. The pair (k,l) represents the row and column offset

between the output and input map features, depending on the padding of the input image.

Concretely, the following example illustrates how the convolution takes place for a 4 × 4 image in

gray scale. With a 2 × 2 kernel initialized randomly as shown in Figure 3.8, moving throughout the image

horizontally and vertically, the convolution operation consists of the sum of the dot products between the

input image pixels (i, j) and the kernel elements (i, j). The convolution result is a scalar representing the

output feature map for the first convolution layer. The operation is repeated until there is no more sliding
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available.

Figure 3.8: How the convolution operation works in the convolutional layer. For the example purpose, the

stride is fixed to 1.

3.2.3 Convolution with Strides

The output feature maps, and the computed backpropagation gradients, necessitate that the convolutional

layers be computed with enough available memory. As a result, the more convolutional layers in the network,

the more memory is required for processing. Large images need a lot of GPU Memory space and can not be

trained without using strided convolutions in those cases.

Therefore, the strided convolution reduces the output feature map size by omitting a number of pixels

from the input feature map based on their position, lowering the computational training cost. Modifying

Eq. (3.6), the strided convolution operation is then given by

Yi, j,k = ∑
l,m,n

Xl,p j+m,pk+n Fi,l,m,n, (3.7)

where p represents the strided pixels in row and column directions. The strided convolution operates as

illustrated in Figure 3.9. In literature, various stride length estimation approaches have been developed to
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Figure 3.9: The convolution operation with stride = 2.

improve CNN training [179].

3.2.4 Pooling Layers

Pooling allows feature maps to be subsampled, resulting in smaller feature maps that are less susceptible

to changes in the spatial position of the input pixels. As a result, each pooling layer preserves significant

characteristics. Spatial reduction of feature maps in the pooling layer reduces both space and computational

expense in the following convolutional layer, allowing more features to be processed.

Initially, LeNet used average pooling [180], which consists of averaging the pixels mapped by the kernel

in the input features map. Currently, Max pooling is used by choosing the pixel with the largest value within

the pixels mapped by the kernel. Other pooling methods were developed such as global average pooling

(GAP), min pooling and gated pooling depending on the CNN architecture.

Other approaches such as residual networks [181] allow reducing the feature map sizes, operating almost

like the pooling layer.
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(a) The average pooling.

(b) The max pooling.

Figure 3.10: Average and Max pooling operation in a Convolutional Neural Network.

3.3 Recurrent Neural Networks (RNN)

After Lecun’s achievement in recognizing handwritten text, he set other goals such as speech recognition

and word translation, among others. With CNNs, images can be processed as seen in Section 3.2, since

each image feature can be processed by the convolutional layers in a particular way and give the expected

output. But with the voice signal, for example, the task becomes complex due to the amount of features to be

analyzed and also due to the length of sequences that constitute human speech. Therefore, the challenge was

how to modify the network architectures to receive an input data stream (sequences) instead of a compact

batch of data such as an image?

A first attempt was Alexander Waibel’s work in 1989 on Time Delay Neural Networks (TDNN) [182].

The particularity of TDNNs as opposed to traditional neural networks was that each neuron was responsible

for only a subset of the data inflow and the inter-neuronal weights vary according to the inflow delays. A

moving window is adopted for each input sequence and the neuron processes the data present in the window

with different weight sets. The time dimension was subsequently added, comparing to how CNNs work,

since the moving window changes and the output depends not on all the data flow but on the sequence

present in the moving window.

Another attempt was how to add memory in neural networks to overcome the problem raised by sequence

processing. Modifying typical network backpropagation such that they not only operate as inputs for the
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neurons in the next layers, but also connect the neurons of the first layer with themselves. As a result, the

information in the output can be stored in the network, and the network with memory challenge was partially

solved. Then, the concept of recurrent neural networks (RNN) was born.

An RNN is a short-term memory unit with a hidden layer in addition to the input and output layers, as

shown in Figure 3.11. The concept of recurrence is built by propagating the output layer backwards in time,

Figure 3.11: The recurrent neural network basic structure.

i.e., propagating the output in previous layers as they receive new sequences. To prevent the output from

propagating forever across the network, the network is unfolded into a succession of local loops, with the

output of one loop serving as the input of the next. However, in 1994, Bengio [183] raised some concerns

regarding RNNs in these terms:

“Although recurrent networks can in many instances outperform static networks, they appear more

difficult to train optimally. Our experiments tended to indicate that their parameters settle in a suboptimal

solution which takes into account short term dependencies but not long term dependencies. For example

in experiments, we found that simple duration constraints on phonemes had not at all been captured by

the recurrent network. . . . Although this is a negative result, a better understanding of this problem could

help in designing alternative systems for learning to map input sequences to output sequences with long

term dependencies, i.e., for learning finite state machines, grammars, and other language related tasks.

Since gradient based methods appear inadequate for this kind of problem we want to consider alternative

optimization methods that give acceptable results even when the criterion function is not smooth.”

Next, Bengio et al. proposed a neuronal probabilistic language [184] model for natural language

processing (NLP), predicting the occurrence frequencies of individual words or combinations of words.

Despite the efforts to process long sequences, the backpropagation applied in the recurrent neural

networks did not give good performances, since the backpropagated error in the previous layers disappeared

or exploded due to the large number of layers required for long sequences. The ”vanishing or exploding

gradient problem” arose, as mentioned by Jurgen Schmidhuber [185]:

”A diploma thesis [177] represented a milestone of explicit DL research. As mentioned in Sec. 5.6, by
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the late 1980s, experiments had indicated that traditional deep feedforward or recurrent networks are hard

to train by backpropagation (BP) (Sec. 5.5). Hochreiter’s work formally identified a major reason: Typical

deep NNs suffer from the now famous problem of vanishing or exploding gradients. With standard activation

functions (Sec. 1), cumulative backpropagated error signals (Sec. 5.5.1) either shrink rapidly, or grow out

of bounds. In fact, they decay exponentially in the number of layers or CAP depth (Sec. 3), or they explode.”

To solve the problem of ”exploding or vanishing gradients” in RNNs training, Schmidhuber and

Hochreiter [5] proposed in 1997, the concept of Long Short Term Memory (LSTM):

”The basic LSTM idea is very simple. Some of the units are called Constant Error Carousels (CECs).

Each CEC uses as an activation function f, the identity function, and has a connection to itself with fixed

weight of 1.0. Due to f’s constant derivative of 1.0, errors backpropagated through a CEC cannot vanish or

explode (Sec. 5.9) but stay as they are (unless they ”flow out” of the CEC to other, typically adaptive parts

of the NN). CECs are connected to several nonlinear adaptive units (some with multiplicative activation

functions) needed for learning nonlinear behavior. Weight changes of these units often profit from error

signals propagated far back in time through CECs. CECs are the main reason why LSTM nets can learn to

discover the importance of (and memorize) events that happened thousands of discrete time steps ago, while

previous RNNs already failed in case of minimal time lags of 10 steps.”

An LSTM Network consists of memory blocks, which are mainly composed of memory units storing

the network’s temporary states. The flow of sequences is controlled by recurrent connections within the

network. Figure 3.12 presents an LSTM memory unit. Denoting by C j the jth memory unit, in j and out j

Figure 3.12: The LSTM memory unit C j architecture as illustrated by Hochreiter and Schmidhuber

presenting the LSTM concept [5].

the corresponding input and output gate respectively, activation at time t is presented by yin j(t) for in j and

yout j(t) for out j. C j receives input from multiplicative units Out j and in j, adding Netc j
, to protect the stored

information in j from being perturbed by unnecessary inputs. Each memory unit is based on a central linear
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unit with a fixed constant error carrousel (CEC), which is specified by the identity function f j as follows,

f j : f j(x) = x, ∀x, Wj j = 1.0. (3.8)

Therefore, the output gate activation at time t is given by:

yout j(t) = fout j
(Netout j

(t)), (3.9)

yin j(t) = fin j
(Netin j

(t)), (3.10)

where

Netout j
(t) = ∑

u

wout juyu(t−1), (3.11)

Netin j
(t) = ∑

u

win juyu(t−1), (3.12)

NetC j
(t) = ∑

u

wC juyu(t−1), (3.13)

considering u as memory units, input, hidden or gate units. Depending on the network topology which

defines the recurrent connections (Wc jc j
), the output yC j(t) of C j at time t is obtained as:

yC j(t) = yout j(t)h(SC j
(t)), (3.14)

where SC j
(t) represents the internal state, given by:

SC j
(t) = SC j

(t−1)+ yin j(t)g(NetC j
(t)), for t > 0 and (3.15)

SC j
(0) = 0. (3.16)

LSTM architectures generally depend on how the connections between memory blocks are defined [186],

the number of memory unit blocks, the number of memory units per block, and how the weights are

initialized. Other parameters regulating over-training or under-training (Dropout, data augmentation, batch

normalization) and optimizing learning algorithms (such as Adam, Adagrad, Nadam and momentum) are

added to the network architecture to achieve, for example, better classification of sequences.

3.4 Learning algorithms

The learning rate is one of the training hyperparameters of a deep learning neural network. Optimizing a

hyper-parameter is one of the current training challenges of neural networks, in the sense that the optimal

value is not known a priory for a known problem. In general, hyper-parameters optimal values can be found

setting default values or those that worked in similar problems. It can be also found through trial and error.
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The learning rate essentially uses the gradient descent algorithm to find the global minimum, thereby

reducing the learning error. For a small learning rate it takes a long time to reach the local minimum of the

cost function and for a large learning rate it may never reach the local minimum, making it difficult to reduce

the learning error. In each training epoch, the network parameters (bias, weights, etc.) are updated while the

network must minimize the error by estimating the optimized output. Therefore, the parameter update step

size is defined as the learning rate and the training epoch as the repetition of the training data set taking into

account the network parameter update.

The network parameter update is operated by the gradient of the cost function: a first-order derivative is

calculated with respect to the privileged parameter, which is updated in the opposite direction of the gradient

to minimize the error. The parameter update by the gradient is fed back to all the previous layer neurons.

The gradient descent-based algorithms for updating weights work as shown in Algorithm 2.

Algorithm 2 The descent gradient-based algorithms functioning.

Input: E = epochs number

Input: b = batch size

Input: D = data

Input: L = loss f unc

Input: p = param

Input: W = weight act

Output: weight act

10 random weights W

i = 0

for b in D do

11 grad param = evaluate gradient(L,b, p)

weight act = past weight− learning rate∗grad param

i = i+1

12 end for

3.4.1 The Delta rule

The Delta rule, consisting of calculating the derivative of weights with respect to the output error in order

to update the weights and make the training converge towards the local minimum, was first used to train

single-layer neural networks using the gradient descent approach.

For a given training dataset X = {X1,X2, · · · ,Xn}, where Xk = [xk
0, xk

1, · · · , xk
N ]

⊺ represents a training

sample vector. The single-layer neural network output yn
j is found as following:

yn
j = f (an

j), (3.17)



3.4. LEARNING ALGORITHMS 43

where an
j is the net activation given by:

an
j = ∑

i

w jix
n
i , (3.18)

with w ji ∈ W = (w j0, w j1, · · · , w jM) the weight to be updated. Assuming tn
j as the expected output and the

bias to 1, the prediction error between the real output yn
j and the expected output tn

j is done by:

errn
j = yn

j − tn
j . (3.19)

For a single sample, the global error is calculated summing the squared errors of each output:

En = ∑
j

(errn
j )

2, (3.20)

Instead, the global error function can be rewritten, since its derivation does not change [187]:

En =
1

2
∑

j

(errn
j )

2 (3.21)

Then, the partial derivative of the global error of the network can be calculated as follows:

∂En

∂w ji

=
∂En

∂errn
j

∂errn
j

∂yn
j

∂yn
j

∂an
j

∂an
j

∂w ji

. (3.22)

Calculating the 1st , 2nd , 3rd and the 4th differential factors of the right member in Eq. (3.22),

∂En

∂errn
j

=
∂ (1

2 ∑ j(errn
j )

2)

∂errn
j

= errn
j , (3.23)

∂errn
j

∂yn
j

=
∂ (yn

j − tn
j )

∂yn
j

= 1, (3.24)

∂yn
j

∂an
j

=
∂ f (an

j)

∂an
j

= f ′(an
j), and (3.25)

∂an
j

∂w ji

=
∂

∂w ji

(∑
i

w jix
n
i ) = xn

i . (3.26)

Therefore, Eq. (3.22) can be written as

δEn

∂w ji

= errn
j f ′(an

j)x
n
i . (3.27)
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The expression ∆n
j defined by

∂ n
j ≡

∂En

∂an
j

=
∂En

∂errn
j

∂errn
j

∂yn
j

∂yn
j

∂an
j

= errn
j f ′(an

j), (3.28)

represents the error, the Delta or the local gradient. Rewriting Eq. (3.27) with the Delta expression,

Eq. (3.29) is found:

∂En

∂w ji

= ∆n
jx

n
i . (3.29)

The weights w ji are adjusted in the layers according to the Delta rule given by

∆w ji =−γ
∂En

∂w ji

=−γ∆n
jx

n
i , (3.30)

where γ is the learning rate or the step size.

3.4.2 The Momentum algorithm

The momentum, introduced by Polyak et al. [188] improved the gradient descent curvature minimizing

the gradient variation. The weight update using the momentum algorithm accumulates multiple iterations

gradients into a velocity gradient given by

Vt+1 = αVt − γ ∇E(W), and (3.31)

△W = Wt +Vt+1, (3.32)

where ∇E is the gradient, E(W) the error surface of the weight vector W, γ the fixed learning rate for

iteration t, and α a factor modifying the actual velocity. The momentum uses the gradients calculated in past

iterations to dampen the effect of a new gradient in the global-minimum direction of the cost function.

3.4.3 The Batch Gradient Descent (BGD) algorithm

For N training samples, weights are updated in each batch training and the gradient is found as:

△wi j =−
γ

N

N

∑
n=0

δEn

δw ji

(3.33)

The BGD method offers a fairly tight gradient in minimizing the error, despite being very costly to calculate

over all training samples after each weight update.
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3.4.4 The Stochastic Gradient Descent (SGD) algorithm

Instead of considering the entire training set to calculate the gradient at each weights update as with the

BGD method, SGD uses a significant mini-batch of the dataset X.

△wi j =−
γ

|Xk|
∑

{n|xnεXk}

δEn

δw ji

, (3.34)

where the mini-batch Xk has an adequate size to cover the training set distribution statistics. Note that a

significant number of the classes in the training set should be captured by the mini-batch for a classification

issue.

3.4.5 The Adaptive Gradient Algorithm (AdaGrad)

The AdaGrad algorithm adapts the learning rate to the weights, drastically updating weights that change

occasionally while introducing minor modifications to weights that change frequently. AdaGrad greatly

improves SGD robustness by training large-scale neural networks on Google [189].

Let gt,i be the gradient of the weight function with parameter φi in the time interval t,

gt,i = ∇φt
J (φt,i) . (3.35)

Therefore, the AdaGrad algorithm updates each parameter φi in time steps t as follows,

φt+1,i = φt,i−ηgt,i, (3.36)

where η represents the general learning rate at each time step t. Gt ∈ R
d.d is the diagonal matrix where each

diagonal element i,i) represents the gradients sum of past weights φi at time step t [190]. The small value

parameter ε avoids divisions by 0. Hence, Eq. (3.36) becomes

φt+1,i = φt,i−
η

√

Gt,ii + ε
gt,i. (3.37)

3.4.6 The Adaptive Learning Rate Method (Adadelta)

Instead of accumulating all past squared gradients, the Adadelta algorithm restricts the window of

accumulated past gradients to a fixed size W . Therefore, it is defined as the decreasing average of the squared

gradients after the sum of the gradients. The decaying average E[g2]t of the gradient history depends on the

previous average and the current gradient is:

E[g2]t = γE[g2]t−1− (1− γ)g2
t . (3.38)
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Recalling the diagonal matrix Gt with the decreasing average over past squared gradients E[g2]t ,

∆φt =−
η

√

E[g2]t + ε
gt =−

η

RMS[g]t + ε
gt , (3.39)

where RMS is the mean square root given by

RMS[∆φ ]t =
√

E[∆φ 2]t + ε. (3.40)

Therefore, Eq. (3.38) becomes

E[∆φ 2]t = γE[∆φ 2]t−1− (1− γ)∆φ 2
t . (3.41)

The Adadelta weights update rule is found as

∆φt =−
RMS[∆φ ]t−1

RMS[g]t
.gt , (3.42)

φt+1 = φt +∆φt . (3.43)

3.4.7 The Adaptive Moment Estimation (Adam)

The Adam algorithm also computes adaptive learning rates as Adadelta for each parameter and store an

exponential decaying average of the past squared gradients vt ,

mt = β1mt−1 +(1−β1)gt , (3.44)

vt = β2vt−1 +(1−β2)g
2
t , (3.45)

where mt and vt represent respectively the mean and the non-centered variance estimations of the gradients,

from which the name of the algorithm comes. The first and second moments are estimated as

m̂t =
mt

1−β t
1

, (3.46)

v̂t =
vt

1−β t
2

. (3.47)

Then, using Adam algorithm, weights are updated as follows,

φt+1 = φt −
η√

v̂t + ε
m̂t , (3.48)

with β1 = 0.9, β2 = 0.999, and ε = 10−8 as recommended by authors [191].
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3.4.8 The Cyclical Learning Rates (CLR)

Developed by Smith [192] in 2017 as an alternative to accelerate convergence to the global minimum and

avoid local minima, this method allows the learning rate to vary cyclically between reasonable limit values.

The strategy used here is to allow the learning rate to vary cyclically within a range of values instead

of adopting a stepping or exponentially decreasing fixed value, as with the algorithms discussed above. A

Figure 3.13: The triangular learning rate. The blue lines represent the learning rate values that change

between chosen limits. The input parameter stepsize is the number of iterations in half a cycle.

triangular window was adopted because the triangular function increases and decreases linearly, which better

implements this algorithm that seeks to vary the learning rate between two limits. The stepsize parameter

and the cycle duration are defined based on the number of iterations per epoch, obtained by dividing the

training data by the batch size.

The minimum and maximum values of the learning rate are estimated by training the constructed

network with few iterations, and the range with the most values is chosen according to the Accuracy metric

or the range with the least values of the rate with the Loss metric. The cyclic algorithm was implemented in

Torch 7 as follows:

Algorithm 3 The Cyclical Learning Rates algorithm.

Input: epochCounter, stepsize, maxLR, opt LR

Output: local lr

13 local cycle = math.floor(1 + epochCounter/(2∗ stepsize)):

local x = math.abs(epochCounter/stepsize−2∗ cycle+1)

local lr = opt LR + (maxLR−opt LR) * math.max(0, (1 - x))

return local lr

where opt LR is the minimum learning rate, epochCounter the number of training epochs and lr the

calculated learning rate.
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3.5 Activation functions

Considering such a perceptron presented in Figure 3.14, the threshold or the activation function drives the

neuron output to obtain a binary prediction or classification. The output in this case is given by:

y = f (Neur j +bias j), (3.49)

where the neuron activation Neur j could be written as following:

Neur j =
N

∑
i

w jixi. (3.50)

Figure 3.14: The activation function of the single-layer neural network.

Considering the input vector x = (x1,x2, · · · ,xN), the weights vector linked to the neuron j, w j =

(w j1,w j2, · · · ,w jN), and the bias b j, Eq. (3.49) can be written as:

y = f (wT
j x+b j), (3.51)

where f represents the activation function and b j the bias. For the Perceptron, the activation function is the

Heaviside step function,

f (x) =







1 if x≥ 0

0 (or−1) Otherwise.
(3.52)

The activation function can be linear and as the number of neurons increases, the compound activation

function remains linear since the composition of the linear functions remains linear. To allow the multi-layer
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neural network to learn complex non-linear cost functions, the activation function needs to be non-linear.

Among the activation functions used in neural networks, are:

• Sigmoid function: this activation function maps positive inputs to positive outputs and negative inputs

to negative outputs with a smooth transition around x = 0. Eq. (3.53) represents the logistic sigmoid

function and Eq. (3.54) the hyperbolic tangent function.

f (x) =
1

1+ e−x
(3.53)

f (x) =
ex− e−x

ex + e−x
(3.54)

• Rectifed Linear Activation Function (ReLU): proposed by Glorot et al. for neural networks [193],

this activation function avoids the saturation of sigmoid functions and requires fewer computational

resources, offering gradients between 0 and 1.

f (x) = max(0,x) (3.55)

• Leaky ReLU: The Leaky ReLU activation function supports even negative inputs, ignored by the

ReLU function. Its mathematical representation is as follows:

f (x) =







x if x > 0

mx if x≤ 0,
(3.56)

with m set to a small value.

3.6 Chapter Conclusion

This chapter presented a synthesized history of artificial neural networks as an introduction, recalling the

great steps taken over time with them. The content focused mainly on two types of network structures: the

CNN and the LSTM networks, used in this doctoral project.

Some learning algorithms and frequent activation functions were presented to understand the training

mechanism of artificial neural networks. The next chapter introduces the methods used in this doctoral

proposal to achieve the stated objectives.



Chapter 4

Proposed Methodologies

”True progress is what makes

technology available to everyone”.

Henry Ford

This chapter presents the three methods developed in this doctoral thesis: Method-one develops an

embedded BCI system based on the EMOTIV EPOC+ capture system, the FPGA Cyclone V SoC developer

board and the hexapod robot, as shown in Figure 4.1. Method-two and method-three focus on EEG

signal processing using the same public database but developing two different approaches. A conclusion

summarizing the three methods is presented at the end of the chapter.

EMOTIV EPOC+  
headset

Feedback

Imagined movements

F3 – F4 – FC5 – FC6 Move backward

Move forward

Hexapod robot

SoCKit Cyclone V board

Preprocessing→ CNN-LSTM

Neutral

Figure 4.1: The proposed Method-one flowchart.
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4.1 Proposed method-one

This method develops a BCI system by interconnecting an EMOTIV EPOC+ headset, an Altera SoCKit

Cyclone V SoC board, and a hexapod robot as an application. For this purpose, a database of robot basic

movements (forward, backward, and stop) with four test subjects was created. The recognition process

was carried out using a CNN-LSTM architecture. The constituted BCI system transforms the continuous

MI-EEG signals into command instructions to control a hexapod robot’s locomotion.

4.1.1 The method-one framework

The EEG signal acquisition system is chosen following pragmatic criteria such as market accessibility,

portability, resolution, sampling rate, compatibility, and scalability [194]. An EMOTIV EPOC+ headset

consists of sixteen electrodes to be placed on the scalp according to the 10-20 international system of

EEG electrode placement. Figure 4.1 shows the proposed method’s flowchart using an EMOTIV EPOC+

for capturing EEG signals and a CNN-LSTM architecture implemented on the SoCKit to control robot

movements.

The robot perception and control are conceived to operate in real-time. Simultaneously, data are stored

on the SoCKit. The zoomorphic robot used has two degrees of freedom in each leg. The EEG signals for

the imagined closing-opening right and left fists are captured by F3, F4, FC5, and FC6 electrodes and

sent to the SoCKit platform. The CNNs process the EEG data and extract feature sequences. Finally, a

recurrent neural network followed by a dense layer classifies these feature sequences into robot locomotion

commands. In total, twelve servomotors quickly achieve static and kinematic stability.

4.1.2 The BCI Dataset

The test subjects provided written consent to capture the EEG signals after carefully reading the

experimental protocol to protect confidentiality. The specialized equipment used in the experiment was

entirely commercial, not presenting any potential risk to the participants. Seven subjects were initially

selected for the training process, and after addressing the defined paradigm, only four followed an individual

schedule.

Before and during each training session, the Emotiv Software Development Kit (Emotiv Xavier)

monitored the subject’s cognitive and emotional performances [195]. Hence, a dataset was created selecting

four test subjects between 23 and 36 years old, trained and supervised to collect signals during several

experimental tasks lasting three seconds each. According to the given task, subjects were instructed to stay

still during the capture and invited to imagine closing and opening the right or the left fist focused on a

stimulus video (Figure 4.2).
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Starting task Ending task

Task time : 0 s                            …... 1.5 s                               …..                        3 s 

Closing the fist Opening the fist

A  beep tone A  beep toneStand still

Figure 4.2: The MI task video serving as a subject stimulus. The task starts with a beep tone by closing the

fist completely and opening the same fist until the end beep appears. Each task lasts 3 s.

The stimuli video of the fist closing-opening movements was played on the screen according to the

temporal task sequence shown in Figure 4.3.

In the capture sequence, the first five seconds served to prepare the test subject, ending this phase with the

audible Beep 1, followed by Task 1, related to the left fist MI action. The Beep 2 tone concludes this period

and marks a pause of 3 s. Beep 3 triggers the end of this static period and starts a second preparation phase of

2 s. Beep 4 starts Task 2, related to the right fist MI task, ending with Beep 5. Therefore, the developed dataset

consists of 2400 trials performed by four subjects (600 trials from each subject), representing 2400 × 19 s

(12.67 h) of data capture. For each session duration, only signals of 3 s corresponding to Task 1 (left fist

MI), 3 s to Task 2 (right fist MI), and 3 s to neutral action were gathered to build the dataset.

5 s 3 s 2 s 3 s
Time (s)

Preparation 1 Task 1 Pause 1  Preparation 2 Final pause 

Beep 1 Beep 2 Beep 3 Beep 5

3 s

Beep 4

Task 2

3 s

Figure 4.3: Time sequence of each trial. The total trial duration was established at 19 s, where 6 s were used

for the related MI tasks: the left fist as Task 1 (3 s) and the right fist as Task 2 (3 s). The neutral or reference

action was taken as the final pause (3 s) to have an equal number of samples per class.

4.1.3 Data Preprocessing

Signals from the F3, F4, FC5, and FC6 sensors were processed in the MI recognition process [196]. The

Emotiv EPOC+ headset was configured with three filters: a low-pass filter with a cutoff frequency at 85 Hz,

an operational bandwidth between 0.16 and 43 Hz, and a band-rejection filter with a stop-band between 50

and 60 Hz [195].

According to the International EEG Waveform Society, the project paradigm is based on the mu rhythm

processing, which occupies frequencies between 8 and 12 Hz [197]. Such sensors were located in the rear

portion of the frontal lobe, as shown in Figure 4.4.
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(a) Emotiv EPOC+ headset.

AF4

F7

AF3

F3
F8

FC5 FC6

T7 T8

CMS DRL

P7 P8

O1 O2

F4

(b) Electrode headset location.

Figure 4.4: Electrodes’ arrangement and nomenclature. The letter expresses the part of the brain where the

sensor is placed, frontal (F), central (C), parietal (P), occipital (O), temporal (T), and frontoparietal (FP).

Even numbers are used for the right hemisphere, while odd numbers for the left hemisphere.

The mu rhythm is the most used pattern in BCI systems considering the nature of the MI

movements [48]. Thus, the mental imagery of body members’ mobility can be perceived through the mu

rhythm variations at the sensorimotor cortex, avoiding any real movement of the body limbs [198]. Lotze et

al. determined that the left and right hands’ physical movements cause an Event-Related Desynchronization

(ERD) of the mu rhythm power, captured in different motor cortex areas [199].

Consequently, the F3 and FC5 electrodes were selected for the left hemisphere, whereas F4 and FC6

for the right hemisphere on the sensorimotor cortex. Such a choice takes into account the sensor’s closeness

to the primary motor cortex location associated with the imagined and physical movements of the left and

right hands [196].

4.1.4 SoCKit board Configuration

The SoCKit Cyclone V FPGA card powered by an ARM Cortex® A9 Hard Processor System (HPS) was

used to implement the EEG signal processing algorithms and the classifier. Figure 4.5 shows the basic

SoCKit functional blocks.
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GPIO

Interconnect

DMA

FFT
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Figure 4.5: The SoCKit functional diagram consists of two main parts: the basic FPGA module and a Hard

Processor System (HPS). Main modules include the Floating Point Unit (FPU), Accelerator Coherency Port

(ACP), Secure Digital MultiMedia Card (SD/MMC), and Direct Memory Access (DMA).

The algorithms’ implementation was designed and tested under Xillybus for SoCKit Linux distribution

(Xillinux) 1 based on Ubuntu 12.04 LTS.

Communications were established between the processor and the FPGA core by configuring the Xillybus

Intellectual Properties (IPs) Core, as showed in Figure 4.6.

Emotiv EPOC+ data writing (rd-en) is enabled as First-In, First-Out (FIFO) when it is empty. After

reading the data, the Xillybus communicates with the processor core using the Advanced eXtensible

Interface (AXI) bus, generating Direct Memory Access (DMA) requests on the central CPU bus.

Simultaneously, the low-level FIFO (FPGA) is released (the full-en signal is low), and Xillybus carries

the data from the processor core to the FPGA to control the hexapod.

The project Xillybus IPs Core was designed to use four FIFOs, two focused on reading and two others

on writing data. Each FIFO was configured to a 32 bit data width, a data transmission latency of 5 ms, a

bandwidth of 10 MB/s, and a buffering time to autoset.

1https://www.terasic.com.tw/wiki/images/e/ef/Xillybus_getting_started_sockit.pdf (accessed on 7

February 2019)

https://www.terasic.com.tw/wiki/images/e/ef/Xillybus_getting_started_sockit.pdf
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From 
Emotiv EPOC+

FIFO

Towards 
The FPGA

FIFO

ARM
PROCESSOR

CORE

Processor 

System
(PS)

Xillybus

Intellectual 

Property (IP) 
Core

AXI Bus

Empty

rd-en

Data

Full_en

wr-en

Data

Figure 4.6: The Xillybus IPs Core was used as a data transport mechanism and configured to interconnect

the processor core with the FPGA. The primary control signals include the write enable (wr-en), read enable

(rd-en), and FIFO full enable (Full-en). Adapted from Xillibus Ltd.

The FPGA is internally forced to control the buffer RAM distribution for continuous reading and writing

operations by configuring the buffering time to autoset and specifying the planned period for the maximal

processor deprivation. The following equation gives the RAM size required for the DMA buffers’ flow:

RAM = t×BW (4.1)

where t is the buffering time and BW is the expected data bandwidth. For reading, all FIFOs must be empty,

and the enable signals (rd-en) activated. Thus, EEG data can fill the FIFOs until they all are full and the

empty signal is disabled.

Since FIFOs work with 32 bit and considering that the Emotiv EPOC+ device has a 14 bit resolution,

a zero-padding operation was applied to each signal at the Most Significant Bit (MSB) position. As in the

previous procedure, writing is enabled (wr-en at the high level) when all write FIFOs are empty (low level).

Therefore, a finite state machine was designed to control the FIFOs’ filling and emptying processes. The

EEG signal reading, processing, and classification algorithms were written in Python, the Verilog Language,

the ANSI-C language (Nios® II Embedded Design Suite), and the Open Computing Language (OpenCL

Standard) [200], which were tested and evaluated on the SoCKit. Table 4.1 summarizes the SoCkit resources

used in the implemented experiments. FPGA outputs were wire-connected to the hexapod servo-control

board. The Central Pattern Generator (CPG), based on discrete-time neural networks, was adapted to move

the hexapod robot [201]. The locomotion law defined by the CPGs and derived from the discrete-time

spiking neuronal model [202] is mathematically described by:

Vi[k] = γ(1−Zi[k−1])Vi[k−1]+
12

∑
j=1

Wi jZ j[k−1]+ Iext
i , (4.2)

where Zi is the firing state of the ith neuron at time k, Vi is the potential membrane, Wi j is the synaptic
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Table 4.1: SoCKit resources and materials deployed for the project implementation. HPS, Hard Processor

System.

Label Characteristics

SoCKit board

Altera Cyclone V SoC ARM, 5CSXFC6D6F31C8NES model,

dual-core, ARM Cortex-A9 (HPS), 6 fractional Phase-Locked Loops

(PLLs), 3.125G transceivers

FPGA memories 1 GB (2×256 MB ×16) DDR3 SDRAM

HPS memories
1 GB (2 × 256 MB ×16) DDR3 SDRAM, 64MB Quad Serial

Peripheral Interface (QSPI) Flash

Display 24-bit VGA DAC; 128×64 dots LCD module

SD card image 64 GB, speed: Class 4

FPGA FIFO
Word length of 32 bit, transfer rate of 10 MB/s, filling time of 0.2 ms

Number of FIFOs Four: two for downstream and two for upstream

DMA buffer memories Autoset internals (automatic memory allocation)

Emotiv to FPGA streams Delay time of 10 ms

Xillybus IPs Core latency 5 ms

FPGA to hexapod streams Delay time of 10 ms

Clock frequencies 25, 50, and 100 MHz

FPGA configuration Quad serial configuration device EPCQ256

Power consumption 1.023 W (internal power evaluation)

SSC-32 V2.0 card (Figure 4.7) Channel servo controller, from 0.50 to 2.50 ms

USB-TTL adapter USB to UART converter module

influences (weights), Iext
i is the external current, and γ is a dimensionless parameter. Mainly, Zi[k] is defined

as a thresholded Heaviside function.

Moreover, considering that twelve servomotors control the hexapod movements, twelve neurons were

required in this model; the input current was not needed (i.e., Iext
i = 0), and γ = 1 to emulate a linear

integrator.
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Figure 4.7: SoCKit-hexapod robot interconnection using a USB-TTL adapter and an SSC-32 V2.0 board.

4.1.5 MI-EEG Signals Classification Based on a CNN-LSTM Architecture

Recurrent neural networks (e.g., LSTM networks) are composed of memory units that temporarily store

information [203]. Such a network’s layer structure is not unique because the interconnections between

neurons are not based on a transportable (mutable) logic. The feature extraction and classification of

EEG signals are done by combining two neural schemes, the CNN and LSTM. Figure 4.8 presents the

CNN-LSTM architecture integrated into the SoCKit to decode robot commands. The overall network

consists of a sequence of layers: a convolutional layer (CNN1), an LSTM layer (LSTM1), a convolutional

layer (CNN2), followed by a max-pooling layer, a convolutional layer (CNN3), an LSTM layer (LSTM2),

and a dense layer.

CNN3CNN1 CNN2

LSTM 2

Input data

384 x 4

F3

F4

FC5

FC6

LSTM 1

Forward

Neutral

Backward

DENSE

Figure 4.8: The proposed CNN-LSTM network architecture. A convolutional layer extracts features from

preprocessed data, followed by an LSTM layer and two CNN layers, directly connected to a second LSTM

layer and a dense layer to classify MI-EEG signals into the robot commands.

A 384× 4 matrix was applied as the input to the CNN1 layer, which performed 32 convolutions with

a 3× 3 size kernels. In each convolutional layer (CNN1, CNN2, and CNN3), the padding parameter was
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configured to have the same temporal dimensions between input and output data. Weights were initialized

according to a uniform distribution using the He initialization algorithm [204]. Dropout was applied to

each convolutional layer with parameters tuned to 0.4, 0.2, 0.2, and 0.1 for the CNN1, CNN2, CNN3, and

LSTM2 layers, respectively. According to the deep learning software package Keras [205], for a dropout

rate of 0.1, only 10% of the neurons are disconnected during the training phase, which reduces overfitting

(overtraining).

On the other hand, LSTM layers contain 32 and 150 cells and receive feature matrices from

convolutional layers for processing. The model was implemented in Keras and TensorFlow using

the categorical cross-entropy loss function to evaluate the error between the estimated outputs and

the ground-truth. The network was trained for 8000 epochs to meet the max accuracy, using the

Nesterov-accelerated Adaptive Moment Estimation (NADAM) optimizer with a batch size of 512.

A cyclical learning rate with a step-size of nine and minimum and maximum learning rates of 0.000001

and 0.0005, respectively, was used to speed up training [192]. The convolutional layers used the leaky

Rectified Linear Unit (ReLU) as the activation function with α = 0.005. This allowed obtaining a small

non-zero gradient when a neuron has a negative net input. The leaky ReLU activation function f (α;x) is

defined by:

f (α;x) =







αx if x < 0

x otherwise
(4.3)

where α is a small positive constant [206].

However, SoftMax was used as the activation function of the fully connected layer following the LSTM2

layer to normalize the outputs, such that they may be interpreted as class probabilities [207].

The convolutional layer CNN1 has only 416 parameters, while the CNN2 and CNN3 layers have 3104

parameters each. It must be highlighted that CNNs do not require a specially designed feature extraction

stage because they can perform adaptive feature extraction directly on raw input data. Therefore, there

were 125,197 parameters necessary for all layers. The output used a fully connected layer with SoftMax

as the activation function, which produces the three class probabilities. During the neural network training,

the neuron weights were randomly initialized using the He initialization algorithm. Table 4.2 depicts the

principal parameters of the proposed network model.
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Table 4.2: Summary of the parameters of the CNN-LSTM architecture.

Layer Filters/Cells/Rate Output Shape Parameters

CNN1 32 (None,384,32) 416

Dropout1 0.4 (None,384,32) 0

LSTM1 32 (None,384,32) 8320

CNN2 32 (None,384,32) 3104

Dropout2 0.2 (None,384,32) 0

Max-pooling 32 (None,192,32) 0

CNN3 32 (None,192,32) 3104

Dropout3 0.2 (None,192,32) 0

LSTM2 150 (None,150) 109,800

Dropout 4 0.1 (None,150) 0

Dense 1 (None,3) 453

4.2 Proposed method-two

EEG signals measured by non-invasive systems are difficult to classify because of noise added in the

sensors, which leads to a low Signal-to-Noise Ratio (SNR). Besides, the electrodes placed physically

over the scalp produce a loss of signal potential due to volume conduction effects [208]. In all, the

processing and classification of MI-EEG signals generated during the imagined finger movements present

other significant technical challenges. Large limb movements imply a substantial number of inter-neuronal

connections because the involved muscles require a more significant amount of energy than the fingers [209].

Therefore, the classification of imagined finger movements becomes complex because the fingers move

closely together, and specific individual moving features merge.

This approach aims to process and classify MI-EEG signals of individual finger movements from one

hand by addressing the problem of noisy signals using a method based on EMD and using more powerful

sequence classification architectures, including BiLSTM Recurrent Neural Networks (RNN).

4.2.1 Overall flowchart

The channels C3, Cz, P3, and Pz were selected to decode the right-hand finger movement in MI-EEG signals.

This choice considers channels focused on the primary motor cortex (M1) and the cerebellum, involved in

the motor imagery signals generation [199].

The fact that right-hand finger imagery movements activate the left cerebral hemisphere and the left-hand

finger imagery movements activate the right one, P3 and C3 electrode signals are processed, including
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those from Cz and Pz for the cortex activation maps during the predefined tasks [209, 210]. In addition,

the {C3,Cz,P3,P3} combination revealed a better decoding accuracy among the {C3,Cz}, {C3,P3},
{C3,P3,Cz}, {C3,P3,Cz}, and {T 3,C3,Cz} combinations evaluated in the electrode preselecting step.

Figure 4.9 shows the head positioning configuration of the corresponding electrodes, which are the

most representative and discriminant electrodes in the proposed tasks. Furthermore, Figure 4.10 shows the

C3 Cz

P3 Pz

Figure 4.9: Sensors selection from a Nihon Kohden-Japan EEG-1200 JE-921A equipment. MI-EEG signals

from four sensors on the left sensorimotor and cognitive cortex were selected (see Table 2.3).

flowchart of the proposed approach.

4.2.2 The EEG Dataset

The employed dataset was built by Kaya et al. [128], considering five interaction paradigms related to

motor imagery. In particular, the focus of interest in this approach relies on the MI of five right-hand fingers,

corresponding to paradigm #3 (5F). The subset of the dataset corresponding to the finger movement imagery

consisted of MI-EEG signals from eight subjects captured with the Nihon, Kohden-Japan EEG-1200

JE-921A equipment. Two women and six men aged between 20 and 35 produced 19 file sessions of 4,600

MI-EEG samples per subject. This dataset provided 45 minutes of MI-EEG for all subjects divided into three

interaction segments; each segment consisted of the presentation of about 300 MI symbols. The equipment

uses 22 electrodes; 19 are active and distributed according to the international standard 10-20 for EEG

electrode positioning, shown in Table 2.3. In the creation protocol of the dataset, the developers assert that

the test subjects were declared in good physical and mental health at the capture time.

A recliner chair, suited for all participants, was placed at 200 cm from a monitor and slightly above the

reference eye. Later, an eGUI displays the five fingers of the right hand. When a number from one to five

is displayed just above a finger as a signal for starting the task, the test subject executes the corresponding

imagery movement for one second.

Hence, digits 1, 2, 3, 4, and 5 correspond to the thumb, index finger, middle finger, ring finger, and

pinkie finger, respectively. The task involves the imagination of the flexion from a finger up and down. This

paradigm does not have a neutral state since signals related to this task were not considered in the original

dataset.
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Figure 4.10: MI-EEG signal processing flowchart. The stimulus appears on the experimental Graphical User

Interface (eGUI) represented by a number from 1 to 5 directly above the finger. During this period, the MI

flexion-extension of the corresponding finger is generated. Next, captured MI-EEG signals from C3, Cz, P3,

and Pz electrodes are processed for each individual.

MI-EEG signals were recorded at 200 and 1000 Hz, where the latter is referred to as a High Frequency

(HFREQ). The 5F dataset contains thirteen HFREQ files and six files at 200 Hz collected between 2015 and

2016. Software Neurofax [211] served to bandpass filter the raw MI-EEG signals from 0.53 to 70 Hz for

200 Hz and from 0.53 to 100 Hz for HFREQ signals. Signals from each sensor are arranged into a matrix as

follows

EEG(t) =











x1,1 · · · x1,m

...
. . .

...

xn,1 · · · xn,m











, (4.4)

where n and m are the number of samples and the number of signals, respectively. All 19 files (13 HFREQ

and six files at 200 Hz) from the 5F dataset containing the captured signals (lasting from 3582 to

4040 seconds) were retrieved to be directly utilized in the proposed signal processing framework. It

is because a preliminary preprocessing was applied during and after capturing in the creation of the

dataset [128].
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4.2.3 EEG signal preprocessing based on EMD

One problem when dealing with EEG signals is that they are inherently non-stationary. This phenomenon is

because brain processes change due to brain state changes, i.e., mental fatigue [212]. This non-stationarity

has severe implications for the generalization ability of deep neural network architectures [213].

Current approaches for dealing with non-stationarity are mainly based on trend removal. The main trend

removal approaches are high-pass filtering, moving average removal, polynomial fitting, and empirical mode

decomposition.

Among high-pass filtering approaches, empirical mode decomposition is one of the most reliable

methods in terms of efficiency and simplicity [214]. The EMD method decomposes a signal into an Intrinsic

Mode Functions (IMFs) sum.

The IMFs obtained from natural EEG signals provide analytical features (amplitudes, frequency, and

phase), which improve the BiLSTM learning algorithm. It is a specific benefit of the EMD approach targeted

with this signals preprocessing method.

Empirical Mode Decomposition (EMD) is a signal processing tool proposed by Huang et al. to analyze

nonlinear and non-stationary signals [215]. IMFs must fulfill the following constraints:

1. The number of local extrema and zero crossings must be equal or differ by at most one on the entire

signal.

2. The mean value between the lower and upper envelope must be zero.

EMD can be used to denoise 1-D EEG signals because of the frequency-decreasing property of

IMFs [216]. The IMFs represent the oscillation modes in the signal, so the first IMF contains the highest

frequency, and the last IMF contains the lowest frequency. Algorithm 4 shows the steps performed by the

EMD algorithm. Once completed the sifting process, the original MI-EEG signal can be recovered as follows

EEG = IMF1 + IMF2 + · · ·+ IMFN +RN , (4.5)

where N is the number of computed IMFs from the original EEG signal, and RN(t) is the final residue. EMD

operates similarly to a filter bank of bandpass filters for modes with indexes greater than 1 and a high-pass

filter for mode 1 [217]. Therefore, Eq. (4.6) describes the signals relations obtained when the first EMD step

is applied to the EEG signal,

EEG(t) =C1(t)+ IMF1(t), (4.6)

where C1(t) represents the low-frequency components of the signal.

Huang et al. developed a method that allows determining the number of iterations to stop the sifting

process [218]. This method is based on two criteria:

1. All local maxima are strictly positive, while all local minima are strictly negative; and
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Algorithm 4 MI-EEG Signal Decomposition using EMD.

1: Let xt be an EEG signal.

2: Find the max(xt) and min(xt).

3: Use the Cubic Spline interpolation to construct the upper eu(t) and

lower el(t) envelopes connecting all max(xt) and min(xt) points separately.

4: Calculate the local Mean: mean(t) = 1
2
{eu(t) + el(t)}.

5: Obtain R(t) = x(t) – mean(t).

6: Conclude the ith IMF order if R(t) satisfies the given IMF conditions

with IMF1(t) = R(t), otherwise repeat steps 1 to 5 (x(t) = R(t)).

7: Find the remaining IMFi(t) component by subtracting eu(t) - IMF1(t)

and repeating the sifting process until to obtain a constant residue rN(t)

(no more oscillations).

8: The decomposed signal x(t) is given by: x(t) = ∑
N
i IMFi(t)+ rN(t)

2. The number of extrema points remains unchanged.

Moreover, the sifting process also stops when the standard deviation of the difference between two

successive sifting steps is smaller than a threshold [215]. This last sifting stoppage criterion is given by

∑
N
i=1 |Ci−1(t)−Ci(t)|2

∑
N
i=0 |Ci(t)|2

≤ SSC, (4.7)

where SSC is a predefined threshold.

On the other hand, if IMFs do have different frequencies at the analyzed time, their analytic form (AIMF)

can be expressed as

AIMFi(t)≈
N

∑
i=1

Ai(t) cosθi(t), (4.8)

where Ai(t) and θi(t) are the instantaneous amplitude and phase of each IMFi, respectively. These parameters

can be estimated using the Hilbert transform [218] as follows

Ai(t) =

√

R2(t)+ R̂2(t), θi(t) = tan−1

(

R̂(t)

R(t)

)

, (4.9)

where R(t) represents both the corresponding IMF component and the real term of AIMF,

AIMF(t) = R(t)+ jR̂(t), (4.10)

and R̂(t) is the Hilbert Transform (HT) of R(t) given by

R̂(t) = HT{R(t)}= 1

π
R(t)∗ 1

t
, (4.11)
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where ∗ is the convolution operator. Consequently, the analytic form for the i-th IMF becomes

AIMF(t) = Ai(t)e jθi(t). (4.12)

Zhang et al. found that the first four IMFs account for most of the cumulative variance contribution

rate [219]. Thus, in our approach, the sum of only the first four IMFs will be used as the preprocessed EEG

signal. Figure 4.11 illustrates the empirical mode decomposition of an EEG signal. So, the last IMFs and

the residue capture the signal trend. Figure 4.12 shows an example of the preprocessed EEG signal using
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Figure 4.11: Empirical mode decomposition for an EEG signal. Top to bottom: Original signal, IMF1–IMF6,

residue. The amplitudes are measured in µV and the horizontal axis in Samples Per Second (SPS).

the sum of the first four IMFs. Notice how the residue captures the trend of the signal.
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Figure 4.12: Example of an EEG signal preprocessing based on EMD. Top to bottom: an EEG signal, the

resulting preprocessed signal, and the residue. The amplitudes are measured in µV and the horizontal axis

in Samples Per Second (SPS).

4.2.4 The Bidirectional LSTM (BiLSTM) architecture

Long-Short Term Memory networks are a type of recurrent neural network initially designed to solve the

vanishing gradient problem of recurrent neural networks when dealing with long sequences [220].

An LSTM network’s architecture consists of a layer of LSTM units followed by a standard feedforward

network. Figure 4.13 shows a single functional block of an LSTM unit.

In a general perspective, an LSTM unit operates as follows: let xt be the current input at time t, the

output of the input gate is as follows,

it = σ(W x
i xt +W h

i ht−1 +bi), (4.13)

where W x
i and W h

i are weight matrices, ht−1 is the previous hidden state of the unit, and bi is the bias vector.

The function σ(x) ∈ (0,1) is a sigmoid function used for gating.
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Figure 4.13: Architecture of a Long Short-Term Memory (LSTM)

unit.

Similarly, the output of the forget gate ft is computed as

ft = σ(W x
f xt +W h

f ht−1 +b f ). (4.14)

Finally, the outputs of the output gate ot and cell state ct are as follows,

ct = it ⊙ tanh(W x
c xt +W h

c ht−1 +bc)+ ct−1, (4.15)

ot = σ(W x
o xt +W h

o ht−1 +bo), (4.16)

ht = ot ⊙ tanh(ct), (4.17)

where ⊙ is the Hadamard product.

A BiLSTM consists of two parallel LSTM layers: one for the forward direction and one for the backward

direction [220]. Because the input is processed twice, BiLSTMs extract more information from the input.

Thus, improving contextual information to make better predictions than LSTMs. Therefore, BiLSTMs

present faster convergence and accuracy than LSTMs [221].

Figure 4.14 presents the BiLSTM architecture consisting of two LSTM layers, keeping past and future

context at any time of the sequence. The outputs of each LSTM are combined according to the following

equation:

yt =W−→
h y

−→
ht +W←−

h y

←−
ht +by, (4.18)

where
−→
ht and

←−
ht are the outputs of the forward and backward LSTMs.

4.2.5 The proposed BiLSTM Architecture

A feature matrix ∈ R
W×4 constituted by each preprocessed EEG signal is applied to the input of the first

BiLSTM layer. A stacked architecture has been chosen to learn the complexity of the features extracted by
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Figure 4.14: A Bidirectional LSTM (BiLSTM) Network unfolded in time. It combines the outputs of two

LSTM layers in parallel, processing the input sequence in opposite directions.

the BiLSTM network.

Several experiments were completed for 2, 3, and 4 stacked layers to determine the number of BiLSTM

layers to implement, and the configuration with 3 stacked BiLSTM layers provided the highest accurate

classification.

Each BiLSTM layer consists of 12 memory units, as illustrated in Figure 4.15. The output of the stacked

BiLSTMs is a matrix ∈R
W×12. This matrix is then converted into a vector of size W ×12, i.e., R12W×1. The

value of W is 170 for 200 Hz signals, whereas for 1000 Hz signals, it is 850. This vector is the input to a

dense layer.

The dense layer uses the SoftMax activation function to classify the representative features into the class

labels.

The batch size for all network training was set to 330. The model was implemented in Python 3.6

using Keras and TensorFlow. The loss function was defined as the Categorical Cross-Entropy, the learning

algorithm was defined as the Nadam optimizer, and the additional metrics to be computed during training

were only the Accuracy metric.

Moreover, the Cyclical Learning Rate (CLR) [192] method was used to accelerate the convergence of

the training algorithm. Another reason for using CLR is that it can help the training algorithm escape from

local minima. So, the minimum and maximum learning rates were set to 10−9 and 10−3, respectively. The

step size was 8 times the number of iterations per epoch.

The complete model was trained for 300 epochs on a Windows 10 desktop equipped with an NVIDIA

RTX 2080 GPU; each training was repeated at least twice.
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Figure 4.15: Proposed BiLSTM architecture. It consists of three BiLSTM layers, one flatten and one dense

layers.

4.3 Proposed method-three

This strategy uses the same database and neural network architecture as Method-two, also the same EMD

preprocessing but with a different classifier inspired from models provided in [148], with the same purpose

of removing the trend from the EEG signals.

The method-three framework shown in Figure 4.16 is fundamentally based on the MI-EEG signals

paradigm. The digits 1, 2, 3, 4, and 5 appear above the fingers on the Experimental Graphical User Interface

(eGUI) as the task start. During the stimulus appearance, the test subject produces the imagined movement

of the corresponding finger. Finally, EEG signals from the sensors C3, Cz, P3, and Pz are processed to

be decoded using EMD and a BiLSTM architecture. So, this approach aims to decode movements from

the right-hand finger using signals from the EEG-1200 C3, C4, P3, and Pz channels since those are close

correlated with the predefined task [199]. Table 4.3 presents the fingers combination logic developed and

implemented in this work to accomplish such a task.

Figure 4.17 shows the right-hand five fingers displayed on an eGUI. Regularly, digit from 1 up to 5

appears on each finger to guide the subject under tests to imagine the up and down finger flexion movements.

At the same time, the EEG-1200 equipment captures and registers the corresponding signals via Neurofax

recording software [211].
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Figure 4.16: The Method-three flowchart.

Table 4.3: The fifteen finger combinations are considered in this study. The used fingers nomenclature

consists of Thumb (T), Index Finger (IF), Middle Finger (MF), Ring Finger (RF), and Pinkie Finger (PF).

Combination Fingers Stimuli succession

1 T vs. IF 1 - 2

2 T vs. MF 1 - 3

3 T vs. RF 1 - 4

4 T vs. PF 1 - 5

5 T vs. {IF, MF, RF, PF} 1 - {2, 3, 4, 5}
6 IF vs. MF 2 - 3

7 IF vs. RF 2 - 4

8 IF vs. PF 2 - 5

9 IF vs. {T, MF, RF, PF} 2 - {1, 3, 4, 5}
10 MF vs. RF 3 - 4

11 MF vs. PF 3 - 5

12 MF vs. {T, IF, RF, PF} 3 - {1, 2, 4, 5}
13 RF vs. PF 4 - 5

14 RF vs. {T, IF, MF, PF} 4 - {1, 2, 3, 5}
15 PF vs. {T, IF, MF, RF} 5 - {1, 2, 3, 4}

4.4 Chapter conclusion

This chapter presented, the three methods developed in this doctoral thesis. The first method consisted in

developing an embedded BCI system based on EEG motor imagery signals. The system was designed to

work in real time, which is why the local database was first set up to provide EEG signals. Therefore,

the SoCKit development board was configured to process these signals controlling the hexapod robot
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Figure 4.17: 5F dataset capturing experiment sequence. The digits 1, 2, 3, 4, and 5 symbolically represent the

imaged movement of the thumb, index finger, middle finger, ring finger, and pinkie, respectively, displayed

on the eGUI guiding the subject to start the corresponding task.

movements. The second and third methods focused on the EEG signals preprocessing using the empirical

mode decomposition method to improve the classifier performance, on the one hand with the CNN-LSTM

multi-classifier for method-two, and on the other with the BiLSTM binary classifier used as a multi-class

classifier for method-three.



Chapter 5

Experimental Results

”The real problem is not whether

machines think but whether men

do”.

B. F. Skinner

The results for Method-one, Method-two and Method-three (see Figure 5.1) are presented in this

chapter. The results of Method-one being essentially operational, qualitative and quantitative evaluations

are presented to corroborate the objectives assigned to the doctoral thesis. The results of Method-two and

Method-three articulate on the preprocessing of EEG signals, which constitutes a major challenge for BCI

applications.

5                           4 3 2                                1

76.6 – 82.3 %       98.8 – 97.5 %       81.3 – 78.8 %          78.4 – 78 %        74.2 – 80.5 %

Figure 5.1: Summary results in decoding the fingers flexion-extension imagined movements for MI-EEG

signals.
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5.1 Results relative to Method-one

The proposed method performance was evaluated according to the operative interconnection of the EMOTIV

EPOC+ headset, the SoCKit board, and the hexapod robot. It is worthy to note that recognition algorithms

were integrated into an embedded BCI system. MI-EEG recognition was achieved by implementing a

CNN-LSTM architecture and creating, training, and validating an EEG dataset.

5.1.1 Qualitative evaluation

Figure 5.2 shows the servomotor location and associated nomenclature, as well as the diagram of the

hexapod locomotion sequence.

CL1

FL1

CL2

FL2

FL3

CL3

CR1

FR1

CR2

FR2

CR3

FR3

(a) Servomotors nomenclature. (b) Hexapod locomotion rhythm.

Figure 5.2: (a) The SoCKit-hexapod embedded system. The hexapod operates with twelve degrees of

freedom using the Coxa (C) and Femur (F) articulations in the Right (R) and Left (L) sides. (b) Hexapod

locomotion patterns. At any locomotion step, the corresponding servomotor activation is painted in yellow

and deactivated in blue.

Figure 5.2(b) illustrates the repeating pattern sequences used to control the servomotors, which are

integrated to move the hexapod synchronously. MI-EEG signals for closing-opening right and left fists

were processed by the SoCKit and transferred to the hexapod servomotors as commands to move forward,

backward, and stop.

A dataset was constituted by signals captured from four chosen subjects, which were trained to reproduce

each task pattern until they became familiar with the experience. The Xavier interface of EMOTIV evaluated

the subjects’ mental-state metrics before each training and capture [222], using cognitive, expressive,
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affective, and inertial sensors.

5.1.2 Quantitative evaluation

A total of 2,400 sessions have been validated with four test subjects several times. This process allowed

obtaining the representative samples for training and validation datasets. Therefore, 2,160 captures were

used as training data, and 240 captures as validation data. The number of classes was three (i.e., Forward,

Backward, and Neutral). Moreover, the Stratified k-fold Cross-Validation (CV) was used with k = 10 to

evaluate the system performance. Table 5.1 summarizes the dataset structure split into training and validation

patterns.

Table 5.1: Data partition for training and validation.

Dataset structure

Stratified k-fold CV Training (90 %) Validation (10 %)

k = 10 2160 captures 240 captures

The convolutional layer CNN1 used 416 parameters, while the CNN2 and CNN3 layers have 3,104

parameters each. Thus, 125,197 parameters were necessary for all layers.

5.1.2.1 EEG signals dataset

The highlighted parameters in the created dataset are age, gender, and the capture sequence duration. The

dataset features are summarized in Table 5.2.

Table 5.2: Local dataset description.

Order ID Age Gender

1 AB 34 Male

2 CD 23 Female

3 EF 36 Male

4 GH 23 Female

Subjects of the dataset required significant mental focus on the stimulus to get reliable signals, which

was solved with extensive experimentation for easy adaptation to this experience.
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5.1.2.2 Model evaluation

The proposed framework evaluation considers the accuracy of the hexapod movement commands according

to the three predefined tasks identified from the MI signals. Simultaneously, the designed BCI must optimize

real-time signal processing. The neural network training was repeated five times, achieving an average

accuracy of 84.69 % for the three experimental predefined tasks. The highest accuracy of 87.6 % was

obtained for the sixth k-fold iteration, whereas the lowest accuracy of 81.88 % was found with the second

k-fold iteration. The created database provides signal patterns lasting six hours collected from four test

subjects.

Table 5.3 shows the classification accuracy for each test subject, while Table 5.4 summarizes accuracy

reached with different subject combinations.

Table 5.3: Classification accuracy for each dataset subject.

Subjects Training Accuracy Test Accuracy

AB 95.49 % 82.38 %

CD 94.92 % 80.83 %

EF 99.03 % 83.54 %

GH 97.38 % 85.25 %

Table 5.4: Classification accuracy of subject combinations.

Subjects Training Accuracy Test Accuracy

AB-CD 98.9 % 83.7 %

AB-CD 99.2 % 81.3 %

AB-EF 99.8 % 82.7 %

AB-GH 96.5 % 79.5 %

CD-EF 99.4 % 85.7 %

CD-GH 91.1 % 83.6 %

EF-GH 99.5 % 84.2 %

AB-CD-EF 99.7 % 83.4 %

AB-CD-GH 99.8 % 85.4 %

CD-EF-GH 99.6 % 86.1 %

This study was additionally evaluated with the dataset constructed by Kaya et al. [128]. This

dataset gathers five EEG signal paradigms, captured with the Nihon Kohden Neurofax EEG-1200

electroencephalograph and the JE-921A amplifier. The proposed BCI evaluation is based on left- and
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right-hand motor imageries of closing and opening the respective fist once, defined as paradigm #1 [128].

After imagining such actions, the participant remained passive until the next action signal is presented.

Table 5.5 shows that the average accuracy achieved for the 3-task classification was 79.2 % using the

evaluated dataset.

Table 5.5: Accuracies achieved with our and Kaya’s datasets

Reference Dataset type Brain signals Accuracy

Proposed method Our dataset (4 subjects) MI EEG 84.69 %

Kaya et al. [128] Public dataset (7 subjects) MI EEG 79.2 %

The proposed network model was trained on a computer with an NVIDIA GeForce® GTX 1080 GPU.

Next, the descriptive files (weight files, module files) were migrated to the SoCKit card to optimize the

processing latency time of EEG signals. The embedded system took approximately 0.750 s to decide whether

the samples present refer to the right-fist, left-fist, or none using FIFO’s configuration and the EMOTIV

EPOC+ rate of 128 samples per second (SPS). The processing time with the dataset described in [128]

(sampled at 200 SPS) was evaluated at 0.279 s with signals from C3, C4, and Cz electrodes.

Moreover, two closely related embedded BCI approaches [223] were also included to compare the

proposed method in Table 5.6, including the signals’ processing time and the number of channels.

Table 5.6: Processing time comparison with two additional embedded-BCI systems

Method Embedded-BCI Nb. of channels Pr. time

Lin et al. [224] BSLEACS 1 2000 ms

Belwafi et al. [223] 3-EGBCI system 22 399 ms

Proposed method (EMOTIV) SoCKit 4 750 ms

comparison method [128] SoCKit 3 279 ms

Therefore, this work’s contributions are developing an MI-EEG dataset, a CNN-LSTM model

implemented in the FPGA SoC board for real-time signals’ processing, and the embedded BCI architecture

implementation with different technologies.

5.1.3 Discussions

The proposal was implemented on the Altera FPGA SoC environment, building the hardware design

modules shown in Table 4.1. A mechanism to read EEG signals in real-time on the SoCKit board was

designed with a delay limit of about 10 ms for the EMOTIV EPOC+ capture. A proper buffer module
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synchronization guarantees the regularity of data being sent to the processor, where the available memory

(DMA) is dynamically allocated.

Quartus II version 13.0 was used to embed the project descriptive architectures, to ensure the processing

and classification of motor imagery EEG signals. Real-time signals’ processing starts when the EMOTIV

EPOC+ system sends EEG signals at 128 samples per second to the SoCKit card. Next, the NIos-II IDE

cache memory was previously preloaded with the designed neural network parameters. Therefore, the

SoCKit can instantly convert classified EEG signal features into commands to move the hexapod.

Moreover, the SoCKit USB 2.0 OTG port was used to connect the SSC-32 Control board through the

USB-TTL adapter. Note that physically, the SoCKit board was embedded in the hexapod and move together.

Table 5.3 shows the achieved variability in accuracy results with each subject confirming intrinsic

differences among EEG signal characteristics, besides the close-related faithful reproduction by each

subject experience. Table 5.4, different combinations of the subjects’ signals were made to appreciate data

classification accuracy according to the dataset size variation. Thus, high test accuracy of 85.7 % was reached

by combining two signal groups from CD and EF subjects while combining three signal groups from CD,

EF, and GH subjects; the highest score achieved was 86.1 %.

5.2 Results relative to Method-two

This approach implements the test subject-dependent approach where signals from a single subject were

classified to decode right-hand finger imagery movements. The subject signals were captured using two

particular sampling frequencies, 1000 Hz or 200 Hz. EEG signals used in the experiments, corresponding

to the electrodes C3, Cz, P3, and Pz, are presumably involved in the movements from the right-hand

fingers [210]. Hence, k-fold CV was used to assess the training performance of the model. Considering

that the dataset is relatively small, the value of k was set to 200. So, the dataset was split into 200 disjoint

subsets of equal size. Then, one different subset is taken as the test data for each training. At the same time,

the remaining subsets 199 are used as learning data. The performance is taken as the average of the 200

testing accuracies. The number of samples in the datasets were between 940 and 1917.

Table 5.7 shows the model accuracy for different subjects and sampling frequencies. As a result, the

highest testing accuracy (76.13 %) for signals at 1000 Hz corresponds to subject F, while the lowest accuracy

(66.0 %) corresponds to subject I. The highest testing accuracy (82.26 %) for signals at 200 Hz corresponds

to subject C, while the lowest accuracy (75.2 %) corresponds to subject B.

Table 5.8 shows the impact of the number of BiLSTM layers on the accuracy of the proposed method.

These results show that accuracy reaches a maximum at three BiLSTM layers. Therefore, the configuration

of three BiLSTM layers was used in all tests for this study. Table 5.9 shows the number of model parameters

for the case of 1000 Hz and 200 Hz signals. Besides, the last BiLSTM layer outputs the whole processed

sequence. Therefore, the proposed architecture is different from other architectures because they use only
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Table 5.7: Results for subject-dependent finger movement decoding.

Subject Training (%) Testing (%) Training (%) Testing (%)

1000 Hz 200 Hz

A 90.76 72.43 85.35 81.84

B 73.47 74.07 79.94 75.2

C 98.69 80.04 88.92 82.26

E 80.33 71.93 - -

F 88.85 76.13 88.73 79.70

G 73.59 68.0 - -

H 91.22 73.33 - -

I 93.5 66.0 - -

Table 5.8: Accuracy depending on BiLSTM layers number.

Subjects

BiLSTM A B C F A B C F

# Layers Accuracy (%) at 1000 Hz Accuracy (%) at 200 Hz

2 66.25 67.13 75.8 54.95 69.15 67.56 79.8 71.17

3 72.43 74.07 80.04 76.13 81.84 75.2 82.26 79.70

4 63.35 71.83 74.92 67.25 75.55 74.41 78.6 70.9

the last state of the last BiLSTM layer for classification.

Table 5.9: Parameters of the model for training with signals at 1000 Hz and 200 Hz.

Layer Cells Output shape Parameters Output shape Parameters

Type 1000 Hz 1000 Hz 200 Hz 200 Hz

Bidirectional 12 (None,850,24) 1632 (None,170,24) 1632

Bidirectional 1 12 (None,850,24) 3552 (None,170,24) 3552

Bidirectional 2 12 (None,850,24) 3552 (None,170,24) 3552

Flatten – (None,20400) 0 (None,2683) 0

Dense 1 – (None,5) 102005 (None,5) 13418

Activation – (None,5) 0 (None,5) 0

Total 110,771 22,154

The results obtained by the presented approach outperformed those reported in [128], where an average
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accuracy of 43 % was achieved in the decoding of five fingers movements. Besides, the Support Vector

Machines (SVM) method was used to classify MI-EEG signals from every single subject using only the C3

channel.

The network model was also trained and tested on the samples of all subjects (A, B, C and F) to determine

what was the behavior of the accuracy for samples of different subjects. For that purpose, the network model

was trained each time using data from four subjects (A,B,C, and F) and for one of two available sampling

frequencies: 1000 Hz and 200 Hz.

As a result, the proposed model achieved 80.04 % and 82.26 % accuracy for 1000 Hz and 200 Hz

signals, respectively. Those results outperform the results obtained by Kaya et al. for five subjects, achieving

an accuracy between 40 % and 60 %. They achieved an accuracy between 20 % and 40 % for three subjects,

considering all the 13 subjects.

Table 5.10 shows a comparison with other results from the literature for subjects A,B,C, and F , with

200 Hz and 1000 Hz signals.

Table 5.10: Comparison with other state-of-the-art approaches.

Subject

Sampling Methods

frequency [225] Proposed method [157]

(ADL Network) (EMD+BiLSTM) (EMD+EEGNet)

A
200 Hz 77.46% 81.84% 80.16%

1000 Hz 77.75% 72.43% 75.45%

B
200 Hz 77.82% 75.2% 80.02%

1000 Hz 74.61% 74.07% 76.07%

C
200 Hz 81.62% 82.26% 80.17%

1000 Hz 77.49% 80.04% 78.90%

F
200 Hz 78.13% 79.70% 80.01%

1000 Hz 77.20% 76.13% 75.20%

The choice of subjects is mainly because, for those subjects, the dataset contains both 200 Hz and

1000 Hz signals. Thus, the results obtained by Anam et al. with the subject-dependent classification are

slightly smaller than the results obtained by our approach for the case of 200 Hz signals [225]. However, in

the case of 1000 Hz signals, the method of Anam et al. performs better than the proposed framework, except

for subject C. This issue can be explained by the number of parameters used for the 1 kHz case, which was

about five times the number of parameters for 200 Hz, as shown in Table 5.10. Hence, the proposed model

presented overfitting issues for this case. EEGNet [157] was also trained using the proposed preprocessing

method for comparison purposes. As a result, the accuracy was very close to the accuracy of the proposed

approach. Finally, the EMD-based preprocessing method resulted in about 32.6% faster training convergence

for all tests.
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5.3 Results relative to Method-three

Two factors have mainly been considered: the stimuli display succession and the fingers’ proximity. This

choice obeys the particular EEG patterns of each finger [128]. k-fold cross-validation was used, splitting the

data into k = 10 partitions. Each one served iteratively as the learning data and evaluated with the remainder

data; finally, the statistical results are measured.

5.3.1 Subject-dependent classification approach

In this approach, the signals of each subject were processed individually. Several combinations of one finger

versus the others were considered, as detailed in Table 5.11. The numerical results were split depending on

the sampling frequency.

Firstly, each subject’s finger signals at 1.0 kHz were decoded. In such analysis, all subjects performed

the ring finger decoding compared to other fingers, obtaining 98.9 %, 99.3 %, 99.1 %, and 98.1 % accuracy

for subjects A,B,C, and F .

Figure 5.3 shows that the thumb decoding for its share provided the most limited accuracies, 74.3 %,

73.8 %, 74.9 %, and 74.1 % for subjects A,B,C, and F , respectively.
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Figure 5.3: The lowest and highest accuracies achieved with signals at 1.0 kHz for the subject-dependent

classification approach.

Secondly, subject finger signals at 200 Hz were decoded. At this step, signals at 200 Hz performed

better than those at 1.0 kHz in decoding imaginary finger movements. Figure 5.4 shows the results achieved

with signals at 1.0 kHz, the ring-finger signals decoding was successful with accuracies of 96.5 %, 96.6 %,

98.0 %, and 99.0 % for subjects A,B,C, and F . The index finger decoding accuracies were lowest for almost
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Table 5.11: Accuracies achieved according to the finger combination pairs.

Subjects Finger cases
Training(%) Testing(%) Training(%) Testing(%)

1.0 kHz 200 Hz

T vs. {IF, MF, RF, PF} 98.8 74.3 98.2 79.1

IF vs. {T, MF, RF, PF} 99.1 78.2 98.6 76.5

A MF vs. {T, IF, RF, PF} 98.2 75.5 99.0 76.8

RF vs. {T, IF, MF, PF} 98.7 98.9 99.4 96.5

PF vs. {T, IF, MF, RF} 97.9 77.0 98.6 80.3

T vs. {IF, MF, RF, PF} 99.2 73.8 97.3 77.8

IF vs. {T, MF, RF, PF} 98.9 78.0 98.7 77.3

B MF vs. {T, IF, RF, PF} 98.1 74.9 98.5 77.0

RF vs. {T, IF, MF, PF} 98.6 99.3 92.6 96.6

PF vs. {T, IF, MF, RF} 98.2 76.0 97.3 81.2

T vs. {IF, MF, RF, PF} 97.9 74.9 98.8 84.8

IF vs. {T, MF, RF, PF} 99.2 78.3 99.2 79.6

C MF vs. {T, IF, RF, PF} 98.3 76.0 98.6 82.5

RF vs. {T, IF, MF, PF} 99.0 99.1 94.0 98.0

PF vs. {T, IF, MF, RF} 99.3 76.9 98.9 85.1

T vs. {IF, MF, RF, PF} 98.4 74.1 98.1 80.3

IF vs. {T, MF, RF, PF} 98.9 79.3 91.3 78.6

F MF vs. {T, IF, RF, PF} 99.2 99.0 97.8 79.0

RF vs. {T, IF, MF, PF} 98.5 98.1 99.2 99.0

PF vs. {T, IF, MF, RF} 97.8 76.8 98.7 82.6

Averages

Thumb 98.5 74.2 98.1 80.5

ABCF

Index-finger 99.0 78.4 96.9 78.0

Middle-finger 98.4 81.3 98.4 78.8

Ring-finger 98.7 98.8 96.3 97.5

Pinkie-finger 98.3 76.6 98.3 82.3

all subjects. The highest mean accuracies obtained were 98.8 % and 97.5 % in decoding the ring finger

signals at 1.0 kHz and 200 Hz, respectively.
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Figure 5.4: Accuracies achieved with signals at 200 Hz for the subject-dependent classification approach.

5.3.2 Finger-independent classification approach

The finger-independent classification approach aims to decode for subjects A,B,C, and F together, signals

from respective fingers. This perspective offers an advantage for practical BCI applications in which each

finger signal can be used to control BCI application in multi class approach. Therefore, the imaginary

movements decoded of each finger concern the subjects A,B,C, and F for signals at 200 Hz and 1.0 kHz.

5.3.2.1 Decoding Thumb Finger Movements

Five thumb combinations were processed to classify thumb signals. The classification models were trained

to distinguish among the movements of the thumb finger and the other fingers. The decoding accuracies

for signals at 200 Hz were found in the following order: thumb against the pinkie finger (80.08 %), thumb

against the ring finger (76.8 %), thumb against the middle finger (73.35 %), and thumb against the index

finger (65.2 %). The first block in Table 5.12 shows that the best accuracies of 78.9 % and 80.5 % were

achieved by decoding thumb movements at 1.0 kHz and 200 Hz against other fingers.
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Table 5.12: Average accuracies (Acc) for all finger combinations at 1.0 kHz and 200 Hz using k-fold

cross-validation (k = 10).

Finger cases Training(%) Testing(%) Training(%) Testing(%)

1.0 kHz 200 Hz

T vs. IF 98.8 65.65 97.6 65.20

T vs. MF 98.1 72.67 99.3 73.35

T vs. RF 98.9 75.18 99.4 76.80

T vs. PF 99.1 76.71 98.9 80.08

T vs. {IF, MF, RF, PF} 98.6 78.90 90.6 80.5

IF vs. MF 98.4 65.51 99.6 66.03

IF vs. RF 99.5 68.87 98.2 70.92

IF vs. PF 90.1 70.71 98.1 73.54

IF vs. {T, MF, RF, PF} 98.7 78.9 98.8 81.80

MF vs. RF 96.8 63.64 98.7 65.8

MF vs. PF 98.6 66.43 98.9 68.4

MF vs. {T, IF, RF, PF} 98.7 77.6 98.8 79.8

RF vs. PF 98.3 67.2 97.5 65.12

RF vs. {T, IF, MF, PF} 98.4 81.20 98.6 80.30

PF vs. {T, IF, MF, RF} 98.8 82.9 98.6 80.7

Contrarily, the lowest accuracy (65.20 %) was found for decoding thumb signals against those of the

index finger at 200 Hz. These results agree with the results reported by Anam and Kaya, where the thumb

and pinkie MI signals were clearly distinguished.

5.3.2.2 Decoding Index-Finger Movements

The second block in Table 5.12 presents the results of four index-finger combinations at 1.0 kHz and 200 Hz.

The highest accuracy was achieved decoding index-finger signals against those of other fingers (78.9 %) and

(81.8 %) combination at 1.0 kHz and 200 Hz, respectively. These results prove that the discrimination of

signals is much more significant when fingers are more separated from each other.

5.3.2.3 Decoding Middle-Finger Movements

Middle-finger movements were decoded using three finger combinations evaluated: the first combination,

according to the stimulus progress, compared Middle-Finger signals against Ring-finger, where a notable
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accuracy was achieved with signals at 200 Hz (65.8 %). The second combination aimed to decode

Middle-Finger signals from those of Pinkie-Finger’s, obtaining an accuracy of 68.4 % for signals at 200 Hz.

The latest combination decoded the Middle-Finger signals from all fingers, achieved the best accuracy of

79.8 % with signals at 200 Hz, as given in the third block in Table 5.12.

5.3.2.4 Decoding Ring-Finger and Pinkie Finger Movements

Specific ring-finger signals are decoded using the following two finger signal combinations: (1) the

ring-finger against the pinkie and (2) the ring-finger against the other fingers set. Table 5.12 in the fourth

block presents 80.3 % and 81.2 % accuracy achieved while decoding Ring-Finger signals against those of

other fingers, at 200 Hz and 1.0 kHz, respectively.

The last block in Table 5.12 shows accuracies of 80.7 % and 82.9 % reached while decoding

Pinkie-Finger for signals at 200 Hz and 1.0 kHz, respectively.

5.3.3 Fingers decoding evaluation

Globally, several performances were observed while decoding finger signals. Firstly, considering the subjects

separately (subject-dependent approach), decoding for subjects C and F was (averages of 86 % and 83 %)

more accurate than for subjects A and B (averages of 81 %). Posteriorly, another approach was considered

to decode finger signals of all subjects. In this last case, Ring-Finger signals were decoded more efficiently

(82.9 % and 80.7 % of accuracy at 1.0 kHz and 200 Hz, respectively) than the Middle-Finger signals

(77.6 % and 79.8 % at 1.0 kHz and 200 Hz, respectively). Middle-Finger combinations presented the

lowest accuracies justified by the closeness of all other fingers, producing noise and signal mixtures. These

results express clearly that the more distant fingers are, the better the classification accuracy is. Figure 5.5

summarizes the achieved accuracies for each finger while exploring the finger combinations presented in

Table 5.12.

5                           4 3 2                                1

76.6 – 82.3 %       98.8 – 97.5 %       81.3 – 78.8 %          78.4 – 78 %        74.2 – 80.5 %

Figure 5.5: Graphical representation of summary results in decoding the fingers flexion-extension imagined

movements for MI-EEG signals at 1.0 k Hz and 200 Hz, respectively.

This study also evaluated the EMD as a contribution according to the training convergence speed of
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the implemented network model. Table 5.13 shows the improvement by including or excluding EMD in the

proposed approach. This comparison is based on analyzing the convergence (number of epochs) and the

Table 5.13: A 2-class global improvement regarding the convergence speed (number of epochs) and the

accuracy to decode finger imaginary movements while including or excluding EMD preprocessing.

Finger Training Training Convergence Accuracy

Cases without EMD using EMD Improvement Improvement

Combination 1.0 kHz 200 Hz 1.0 kHz 200 Hz Rel. [%] Rel. [%]

T vs. All 135 182 97 117 31.9 4.9

IF vs. All 176 198 101 142 35.4 4.0

MF vs. All 150 174. 94 113 36.1 4.0

RF vs. All 157 186. 97 148 29.3 3.6

PF vs. All 142 208. 82 168 30.7 4.4

Average 152 189.6 94.2 137.6 32.6 4.1

accuracy results related to the inclusion (or not) of EMD in the preprocessing of EEG signals.

The relative Convergence Improvement (CI) was calculated regarding the maximum accuracy obtained

using raw data, without EMD, as follows

CI f =

(

1− µ1

µ0

)

×100, ∀ f ∈ {200,1000}[Hz], (5.1)

where µ1 = E{E pD} is the mean value of the Epochs number using EMD, while µ0 = E{E pD} is the

mean value of the Epochs number using raw data (without EMD), and E is the mathematical expectation.

Therefore, the Average Relative Convergence Improvement (ARCI) using all data, at 200 and 1.0 kHz is

given by

ARCI =
1

2
(CI200 +CI1000) . (5.2)

Similarly, the Relative Accuracy Improvement (RAI) was found considering the maximum number of

epochs, which were fixed at 1000, and the neural network was trained with data using (or not) EMD, as

follows

RAI f =

(

1− µ2

µ3

)

×100, ∀ f ∈ {200,1000}[Hz], (5.3)

where µ3 =E{E pD} is the mean value of accuracy using EMD, µ2 =E{E pD} is the mean value of accuracy

using raw data (without EMD), computed with the total number of epochs. Finding the Accuracy Relative

Benefit as follows,

ARAI =
1

2
(RAI200 +RAI1000). (5.4)

It is noteworthy that, on average, the Convergence and Accuracy Relative improvements were 32.6 %
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and 4.1 %, respectively, while preprocessing signals with the EMD method. One final remark on fingers’

decoding is focused on the training convergence, which was even faster for all conducted tests while using

the EMD preprocessing. From the results in analyzing MI-EEG signals, it was found that EMD adapts better

to the non-stationary signals filtering than other traditional filters as moving average removal and polynomial

fitting, as it was previously remarked by Lentka et al. [226].

5.4 Chapter conclusion

This chapter presented the results achieved with the 3 methods developed in this doctoral thesis. With

Method-one, MI EEG signal recognition was carried out using a hybrid CNN-LSTM neural network.

By using stratified 10-fold cross-validation, the average task accuracy achieved was of 84.69 %. The

digital logical design guaranteed adequate functionality in the integral transmission of data. Hence, FIFOs

communicating with FPGA outputs were implemented at 32-bit word-length, running at 10 MB/s. Task

recognition delay on the SoCKit was estimated at 755 ms and about 500 ms in executing the hexapod

movements, including intrinsic delays in the SSC-32 V2.0 card.

Method-two aimed to decode individual imagined movements of the five right-hand fingers using a

public dataset. Numerical results showed that the decoding accuracy depends heavily on the availability of

training data. Maximum accuracy of 82.9 % was obtained by using stratified 200-fold CV.

Method-three contemplated two approaches using the same network architecture: in the

subject-dependent approach, finger imagined movements were decoded for each subject separately, while

for the other approach, the finger movements decoding concerned all the subject’s data together. The two

approaches offer advantages for specific BCI applications. All subjects performed the finger movement

decoding with the first approach, especially for Ring-Finger signals (98.8 % at 1.0 kHz). The second

approach achieved the most superior accuracy of 82.9 % decoding Pinkie signals at 1.0 kHz.



General Conclusions

The main objective of this doctoral thesis was to design and implement an embedded Brain-Computer

Interface (BCI) based on Motor Imagery EEG signals to voluntarily control the movements of the hexapod

robot. Therefore, in Chapters 2 and 3, the concept of brain-computer interfaces was presented, respectively,

emphasizing BCI based on EEG signals, and the convolutional neural network (CNN) followed by the

recurrent neural network(LSTM). These theories allowed us to get closer to the methodology developed in

Chapter 4, which gave the results presented in Chapter 5.

In the first approach, an embedded BCI system based on EEG signals was developed, operating with

imagined fist movements, using an EMOTIV EPOC+ headset, and processed in real-time on the SoCKit

Cyclone V SoC card to control a hexapod robot. The designed framework allowed controlling the forward

and backward movements of a hexapod robot, using two MI tasks: closing and opening the right fist, closing

and opening the left fist, and the neutral (reference) action. Likewise, an MI-EEG dataset was created. Using

a hybrid CNN-LSTM neural network and stratified 10-fold cross-validation, the average task accuracy of

84.69 % was achieved in the MI EEG signal recognition.

This method proved the active and accurate locomotion of a hexapod robot, exploiting EEG brain signals

captured by an EMOTIV EPOC+ headset and processed by a SoCKit card using a pre-trained CNN-LSTM

neural network as a classifier. The results and the database referred to this approach were published in [227].

To deal with the non-stationarity of EEG signals, approaches developed in Sections 4.2 and 4.3 based on

Empirical Mode Decomposition (EMD) were developed as preprocessing steps to improve the classifier’s

accuracy based on deep learning. Kaya’s dataset was used to decode individual imagined movements of

the five right-hand fingers Therefore, preprocessing steps of MI-EEG signals from the C3, Cz, P3, and Pz

sensors were considered. Next, the obtained IMF signals were classified using a recurrent neural network,

described as BiLSTM and achieving a maximum accuracy of 82.9 %. Results related to this method were

published in [228].

In addition, another approach was developed in Section 4.3 to decode Fingers Motor Imagery EEG

signals for Brain-Computer Interfaces. Therefore, the EMD method was employed to filter MI-EEG signals

before decoding individual finger features utilizing a BiLSTM network. In the subject-dependent approach,

finger imagined movements were decoded for each subject separately, in addition, the finger movements

decoding concerning all the subject’s data together, respectively achieving accuracies of 98.8 % and of

86
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82.9 % at 1.0 kHz. The advantages of using EMD as a filter to preprocess signals were also evaluated.

The improvements achieved using EMD, in terms of convergence epochs and accuracy, have been seen as

another method contribution.

Considering the results obtained in the three approaches, the objectives assigned in this doctoral thesis

are fulfilled, confirming the hypotheses established in the introduction. An embedded BCI system based

on MI EEG signals controlling the hexapod robot movements was designed and implemented. The quality

of EEG signals for BCI systems was improved using the empirical mode decomposition method. The next

stages basing on the present results are presented in the Section 5.4.



Future Works

The research perspectives of this doctoral these include:

• building a more extensive and robust database with more sophisticated sensing equipment, considering

the practical difficulties encountered in capturing of EEG signals such as the perfect contact of the

electrodes with the scalp and the rapid oxidation of the electrodes once wet with the saline solution.

A larger and more robust database will expand the number of BCI’s users,

• increasing the number of modular tasks to control the mobile robot as turning right or left, running,

sitting, or climbing to integrate the pragmatics of using BCI,

• using the present results to control an embedded BCI-based on a wheelchair supporting human

mobility for the social impact purposes.
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[117] C. Escolano, E. López-Larraz, J. Minguez, and L. Montesano. Brain-Computer Interface-Based

Neurorehabilitation: From the Lab to the Users’ Home. Biosystems and Biorobotics, 28(IV):569–573,

2022. doi: 10.1007/978-3-030-70316-5 91.
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[199] M. Lotze, P. Montoya, M. Erb, E. Hũlsmann, H. Flor, U. Klose, N. Birbaumer, and W. Grodd.

Activation of cortical and cerebellar motor areas during executed and imagined hand movements:

An fMRI study. Journal of Cognitive Neuroscience, 11(5):491–501, 1999. doi: 10.1162/

089892999563553.

[200] Intel. Intel FPGA SDK for OpenCL Standard Edition. https://www.intel.com/content/

dam/www/programmable/us/en/pdfs/literature/hb/opencl-sdk/aocl_c5soc_getting_

started.pdf, 2018. [Accessed 7-Feb-2019].
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