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ABSTRACT

Facial paralysis is a physical condition that negatively affects the facial structure. It is
characterized by the incapacity to move some muscles of the face. Different factors can
develop facial paralysis, for example, a congenital condition, trauma, disease like stroke,
brain tumor, or Bell’s palsy. Since paralysis can affect one or both sides of the face, there
is a remarkable drooping of facial movements. Therefore, the patient exhibits difficulty
performing daily life activities such as speaking, blinking, swallowing saliva, eating, or
communicating through natural facial expressions.

Recently, computer-based systems have been designed to automatically diagnose facial
paralysis through images. Those systems are essential in developing standardized tools for
medical assessment, treatment, and monitoring; additionally, they are expected to provide
user-friendly tools for patient monitoring at home.

Simultaneously, computed-based systems are also being developed to recognize facial ex-
pressions in a wide variety of situations. Facial expressions are crucial in designing security,
healthcare, entertainment, advertisement, education, and robotics applications. Perform-
ing these recognition tasks in palsy patients could allow their integration in developing and
using such applications.

This research seeks to diagnose facial palsy in a photograph using computer vision tech-
niques and machine learning algorithms. The analysis of faces is performed in terms of
symmetry. Knowing that almost all humans exhibit a level of asymmetry between the
left and right sides of the face, it is expected to find a boundary capable of distinguishing
between healthy and palsy faces. In other words, this work seeks to characterize human
faces by assuming that a healthy face is pretty symmetrical and a palsy face is not.

This project was split into three sub-projects to facilitate its reading: (1) facial palsy
detection, (2) grading of facial palsy, and (3) gesture recognition in palsy patients. Facial
palsy detection is a binary classification that aims to discriminate between healthy subjects
and palsy patients. The diagnosis of facial paralysis involves at least the task of palsy
detection. Assessing facial palsy is the process of grading the level of palsy severity, and
it is addressed as a multi-class classification. Gesture recognition in palsy patients is also

11



Chapter Abstract

interpreted as a multi-class classification task.

The proposed methodology to analyze facial paralysis consists of a three modules system
performing (1) facial landmark prediction, (2) facial feature extraction, and (3) classifica-
tion tasks. This framework predicts facial landmarks from a face image to later compute
measures before extracting facial features. The proposed features seek to characterize the
face’s asymmetry, and this is a core trait in the methodology. Predictive models that
perform different classification tasks are built using those facial features.

The proposed methodology successfully explores the use of regional information, meaning
that only certain areas of the face are of interest, and those are the eyes and the mouth
region. This perspective leads us to believe that the analysis of facial paralysis is possible
with partial occlusions if face detection is accomplished and facial features are obtained
adequately.

Tests on four publicly available databases reveal outstanding classification results for
detecting and grading facial palsy. The achieved performance also shows that the method-
ology is suited to operate with other databases while attaining high performance, even
though the image characteristics are different and the participants do not perform equiva-
lent facial expressions.

Detecting facial expressions via gesture recognition is a complex and challenging problem,
especially in persons who suffer face impairments, such as patients with facial paralysis.
The proposed gesture recognition system is the first attempt to perform this task in the
medical field. It was evaluated on a publicly available database and achieved good results.

Recognizing facial gestures in patients with facial paralysis should consider the lesion’s
severity. It is found that the paralyzed facial elements exhibit different behavior than the
healthy ones. Any recognition system must be capable of discerning these behaviors to
accomplish this task.

At the end of this project, it is found that analyzing facial paralysis from images requires
new data and models to overcome the bias produced using healthy people photographs in
the design, training, and testing of algorithms. Improvements to almost any methodology
would require more samples from palsy patients with annotated data, including information
about the lesion’s severity, exhibited facial expression, and felt emotion.

v



| INSTITUTIONAL ACKNOWLEDGEMENTS

\)NERDAD 0S HARA LIBRES

=8
E<S
5

CANAJUA

%
~DE=S

S ERN

To the Campus I[rapuato—Salamanca Engineering Division of the University of Guana-
juato (UG DICIS) for all the academic training and technological support provided to
develop this research through its Program of Doctorate of Electrical Engineering.

CONACYT

Consejo Nacional de Ciencia y Tecnologia

To the National Council of Science and Technology (Consejo Nacional de Ciencia y
Tecnologia, CONACyT) for the financial support through the scholarship 302076 of the



Chapter Institutional acknowledgements

national scholarship program Becas Nacional (Tradicional) 2018 - 1.

To the Laboratory of Vision, Robotics, and Articial Intelligence (Laboratorio de Visién,
Robética e Inteligencia Artificial, LaViRIA), for the resources provided during the period

of 2018-2019.
Toronto
U H N Rehabilitation B& SUHHYbI'OOk
Instltute RESEARCH INSTITUTE

Portions of the research in this thesis uses the NeuroFace Database collected by Dr.
Yana Yunusova and the Vocal Tract Visualization and Bulbar Function Lab teams at
UHN-Toronto Rehabilitation Institute and Sunnybrook Research Institute respectively, fi-
nancially supported by the Michael J. Fox Foundation, NIH-NIDCD, Natural Sciences and
Engineering Research Council, Heart and Stroke Foundation Canadian Partnership for
Stroke Recovery and AGE-WELL NCE.

vi



[Abstract]

[[nstitutional acknowledgements|

[Cist of Figures|
[List of Tablesl

(1 Project description|

(.1 Introductionl

(1.1.1  Diagnosis of facial paralysis|

[1.1.2  Gesture recognition in tacial paralysis|

(.2 Motavationl. . . . . . . . oL
(1.3 Objectives| . . . . . . . . . . . e

(1.4 Contributions|

[1.5.1 Analysis of facial paralysis|

(1.5.2  Detection of facial paralysis|

[1.5.3 Gesture recognition in palsy patients|

2 Analysis of facial paralysis|

2.1  Our facial palsy analysig|

[2.1.1  Facial symmetry features|

[2.1.2  Machine learning algorithms|

[2.2  Available image databases]
B2l AdTrons] o

[3 Detection of facial paralysis|

[3.1 Training of our classifier|

vii

CONTENTS

4

X,

© © 00 00 00 ~J ~J O Ot = =



Chapter Contents

[3.2  Classification of facial palsy| . . . . ... ... ... ... ... ... .... 26
[3.2.1 Facial palsy detection|. . . . . . .. ... ... .. ... ... .. 26

[3.2.2  Palsy region detection| . . . . ... .. ... ... .. 28

[3.2.3  Findings and discussion| . . . . . .. .. ... L. 31

[3.3 Grading of facial palsy| . . . . . . .. .. ... oo oo 31
[3.3.1 Prediction of two palsy levels| . . . . .. ... ... ... ... ... 32

[3.3.2  Prediction of three palsy levels[. . . . . ... ... ... ... ... . 33

[3.3.3  Findings and discussion| . . . . .. ... 35

[4  Gesture recognition in palsy patients| 37
M1 Frameworkl. . . . . . . ... 38
[4.2  Experiments and results| . . . . . ... ... oo 0oL 40
[4.3  Findings and discussion| . . . . ... .. ..o 43
[Conclusions and future workl 47
[Appendix Scientific production| 50
[References 51

viil



LIST OF FIGURES

1.1 Example of face images from palsy patients obtained from [19].. . . . . . . 2
1.2 Example of the 68-point model proposed by Matthews and Baker |30[: (a)
the predicted facial landmarks and (b) the facial landmarks overlaid on the
corresponding color image.| . . . . . . ... ... 4
[2.1 Our process to extract tacial teatures.|. . . . . . .. . ... ... ... ... 11
[2.2 (a) The predicted 68 key points and (b) The 51 renumbered key points of |
our interest inspired by the model proposed by Matthews and Baker [30[. . 12
[2.3  Facial measures to compute spatial relations between facial landmarks. (a) |
Measures A to K; (b) measures L to Q; and (c) measures R to X.| . . . . . 14
2.4 Example of a set of photographs extracted from the MEEI dataset [13]| . . 20
2.5  Example of some images extracted from the CK+ dataset |28], (C)Jeffrey |
Cohn. 1. . . . o 22
[3.1 Example of a face image divided into four facial regions.| . . . . .. . . .. 24
[3.2  Framework of the proposed facial palsy detection system. . . . . . . . . .. 25
[3.3  Confusion matrix for palsy detection using: (a) the entire face, (b) the eyes’ |
information and (c) the mouth’s information.| . . . . ... ... ... ... 30
[4.1 A common facial expression recognition system based on analyzing face |
1images and machine-learning algorithms to output a tacial expression.| . . . 38
4.2 Framework of the proposed facial palsy gesture recognition system.| 38
[4.3  T'he proposed facial palsy gestures are grouped into six classes.|. . . . . . . 39
[4.4  Confusion matrix with actual and predicted labels: class 0 for neutral face |
class 1 for eyebrow elevation, class 2 for eye closure, class 3 for wide-open |
smile, class 4 tor closed mouth smile, and class 5 for pucker face|. . . . . . 42

1X



Chapter List of Figures

5

Confusion matrix with actual and predicted labels for test: (a) normal, (b)

near-normal, (c) mild, (d) moderate, (e) severe, and (f) complete paralysis.

Class 0 refers to neutral face, class 1 to eyebrow elevation, class 2 to eye

closure, class 3 to wide-open smile, class 4 to closed mouth smile, and class

otopucker face. | . . . . ... 44
4.6 Analysis of facial gestures in patients who have facial palsy: (a) An small
change in the eyebrows’ height. (b) A similar mouth shape (width and
height). (c) A slightly different change in the eyes’ height. (d) A similar
change in the mouth shape. (e) An activated lip corner puller. (f) A similar
change in the mouth shape.| . . . . . ... ... ... ... ... ... ... 46




LIST OF TABLES

X1

2.1 Our proposed facial symmetry features introduced in [38].| . . .. ... .. 17
2.2 Required parameters to operate the classifier according to Weka [50] | 19
[3.1  Optimized parameter to reach the highest pertormance|. . . . . . . . . .. 26
(3.2 Cross-validation results for tests on the MER] databasel . . . ... .. .. 27
[3.3  Resulting confusion matrix of the test on the original MEEI database|. . . 27
(3.4 Cross-validation results for tests on the TNE databasel) . . . . .. ... .. 28
[3.5 Resulting confusion matrix of the test on the original TNF database.| 28
[3.6  Detection ot palsy regions: classifiers’” configuration. . . . . . . . . . .. .. 29
[3.7 Results of the detection ot palsy regions on the criteria of accuracy,| . . . . 29
[3.8  Performance results for the detection of palsy regions|. . . . . . . . . . .. 30
[3.9  Performance results of different tacial palsy classification approaches.| 31
[3.10 Data distribution for the prediction of two palsy levels.| . . . . . . . . . .. 32
[3.11 Prediction of two palsy levels: classifiers” configuration using the entire face |
[ mmformationl . . . ... L L 33
[3.12 Results on the criteria of accuracy using the entire face information.| . . . . 33
[3.13 Prediction of two palsy levels: classifiers’ configuration using regional infor- |
mation . . ... e e 34

[3.14 Results on the criteria of accuracy using regional information.| . . . . . . . 34
[3.15 Data distribution for the prediction of three palsy levels| . . . . . . . . .. 34
[3.16 Prediction ot three palsy levels: classifiers’ configuration using the entire |
face mnformation . . . . . . .. 35

[3.17 Results on the criteria of accuracy using the entire face information. . . . . 35
[3.18 Prediction of three palsy levels: classifiers’ configuration using regional in- |
formation . . . . . ... 36

[3.19 Results on the criteria of accuracy using regional information.| . . . . . . . 36
.1 General description of the facial gestures following [28.| . . . . . . . . . .. 40



Chapter List of Tables

[4.2  'T'he results per fold ot the facial gesture recognition system. . . . . . . .. 41
[4.3  The results per class of the facial gesture recognition system. . . . . . . .. 41
[4.4 The results per class for each level of paralysis of the facial gesture recogni- |

tion system.| . . . . . ... L L 43

X1l



CHAPTER 1

PROJECT DESCRIPTION

This research project is related to the abilities that most humans display through facial
expressions in our daily activities. It addresses solutions based on computer vision tech-
niques and machine learning algorithms to a problem observed when those abilities are not
adequately performed due to facial paralysis.

1.1 Introduction

It is widely known that our face is perhaps our most important channel of nonverbal
communication; it encodes messages through our facial expressions. We might be able
to understand what the others are feeling by seeing their faces, and they can do the
same by seeing ours. It is said that our identity, intent, and emotion can be extracted
from this visual nonverbal communication [51]. Moreover, the human ability to effectively
communicate emotion is essential to performing daily activities and is required for personal
and social sufficiency. It has been shown that 93% of our communication is non-verbal;
thus, facial expressions and body gestures play an essential role in it [31].

Facial paralysis is a physical condition that negatively affects the structure of the face.
This paralysis is characterized by the inability to move some facial muscles. It can be
produced by a congenital condition, trauma, diseases like stroke, brain tumor, or Bell’s
palsy. Since the problem can affect one or both sides of the face, there is a noticeable
drooping on the facial movements and, therefore, difficulty performing daily life activities
such as speaking, blinking, swallowing saliva, eating, or communicating through natural
facial expressions.

In the literature, facial paralysis is also referred to as facial palsy; both are correct and
used interchangeably in this thesis. Also, in this research, we refer to people with facial
paralysis when talking about palsy patients. And by palsy face, we mean a person’s face
with facial paralysis.
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Figure 1.1: Example of face images from palsy patients obtained from .

When diagnosing this physical condition, the visual signs of paralysis provide valuable
information to the healthcare professional about the state of the patient . The diagnosis
begins with visually inspecting the patient’s face to evaluate its symmetry. A second
inspection could occur by asking the patient to perform certain gestures, for example, smile,
close the eyes, lift the eyebrows, wrinkle the nose, or remain with a neutral expression.
After it, the practitioner can determine how affected are the facial muscles, which region
is compromised, and the type of palsy the patient suffers. Figure shows a set of images
displaying different levels of paralysis.

The visual inspection of facial paralysis is a subjective evaluation that may change from
practitioner to practitioner. Looking to perform an objective assessment, many approaches
seek to develop automated computer-based systems to provide standardized tools for de-
tecting and evaluating facial paralysis. Such standardized methods are also expected to
help in the treatment and monitoring of the patient by providing user-friendly tools and
reducing healthcare costs with the inclusion of automatic processes .

The analysis of facial signs has motivated a lot of studies in the field of computer vision,
which aim to automatically assess the facial nerve function from a biomedical visual capture
of the face. Visual capture of the face goes from traditional color images and video to
infrared (thermal imaging) and depth images (stereophotogrammetry). Although various
automated solutions have been proposed, their outcomes fall into two main categories,
as described in [27]. The first provides, as a result, a non-semantic numerical value that
quantifies static, dynamic, and synkinetic facial features. The second produces a semantic
grade of the facial nerve function according to a scale designed by a clinician.

Many existing solutions belong to the first category. However, most of them stay in
the discussion phase, and only a few are implemented into prototypes. A typical system
of its kind consists of a user-friendly graphical interface to acquire and process the facial
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data, with a measuring algorithm embedded to evaluate the functionality of the face.
The outcome shows the measures with plots and tables in a graphical manner known as
facegram. These solutions provide detailed insights and quantifications about abnormal
conditions, but they still need clinicians to judge the severity of facial nerve dysfunction.
An example is the Emotrics software developed by Guarin et al. and introduced in [14],
which can easily be downloaded from the web.

Solutions in the second category aim to quantify the facial nerve function. In other
words, to determine how much facial paralysis the patient suffers according to a grading
scale. Those scales are clinically designed to split the damage’s severity into discrete levels,
using some rigorously-validated measures. Those measures are related to the symmetry of
the face while displaying a neutral expression or showing a set of voluntary facial muscle
movements; they are also associated with other dysfunctions such as synkinesis, as men-
tioned by [|45]. The grading scales include House-Brackmann, Sunnybrook, Yanagihara,
FNGS 2.0, and eFACE.

Solutions aiming to quantify the facial nerve function mainly apply machine learning
algorithms to build a predictive model. Notice that labelled data of palsy patients and
healthy subjects are required to train and test the model. The output is a grade represent-
ing the facial nerve function, but it could also be a binary value indicating whether the
person has facial palsy or not.

A system that quantifies facial nerve function consists of three modules: pre-processing,
processing, and classification. In the first, the face detection and landmark extraction
process occur independently if the image has been previously enhanced or not. Depending
on the methodology, handcrafted features are extracted in the second module, although
features can also be computed via deep learning approaches. And in the third, a classifier
is trained to map the features to a pre-defined grade of the facial nerve function. Classifiers
for these applications are based on the methods of support vector machine (SVM), artifi-
cial neural network (ANN), k-nearest-neighbor (KNN), and multinomial logistic regression
(MNLR), or hybrid classifier [27].

Landmarks are preferred interest points in an image for various computer vision tasks
such as image measurement, registration, camera calibration, motion analysis, 3D scene
reconstruction, and object recognition. They are also known as reference points because
landmarks (should) remain present in the image after (a certain degree of) translation,
rotation, change of point of view, different illumination, etc.

Facial landmarks are key reference points from a human face extracted according to a
specific face model. This model was previously trained on thousands of images, particularly
healthy white people imagery. There are some publicly available models, also known as
shape predictors. For example, the 68-point model depicted in Figure [1.2]is widely known
and employed in facial analysis.

It has been observed that predicting key points in palsy patients is somehow inaccurate
because the model was trained using imagery from healthy persons [14, 20, |46[. The
extraction of facial landmarks is crucial because these key points are used to compute
other measures before extracting the facial features. Recently, some authors have been

3
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Figure 1.2: Example of the 68-point model proposed by Matthews and Baker : (a) the predicted
facial landmarks and (b) the facial landmarks overlaid on the corresponding color image.

working on improving the available shape predictors by using palsy patients’ images. For
example, the model developed and released by Guarin et al. in is of great interest to
our research.

This project is based on predicting facial landmarks from a face image to later compute
measures before extracting facial features. Our handcrafted features seek to characterize
the face’s asymmetry, and this is a core trait in our methodology. Predictive models that
perform different classification tasks are built using those facial features.

This project was split into three sub-projects to facilitate its reading: (1) facial palsy
detection, (2) grading of facial palsy, and (3) gesture recognition in palsy patients. Facial
palsy detection is a binary classification that aims to discriminate between healthy subjects
and palsy patients. The diagnosis of facial paralysis involves at least the task of palsy
detection. Assessing facial palsy is the process of grading the level of palsy severity, and
it is addressed as multi-class classification. Gesture recognition in palsy patients is also
interpreted as a multi-class classification task.

In the literature, the works in @, , , evaluate facial palsy following a
methodology based on features extracted from facial landmarks. It is essential to mention
that most approaches operate on specific facial expressions and others require a set of
movements to output a result; our method does not depend on a particular facial expression
or a collection of images to produce an outcome. Most of those methodologies operate on
proprietary databases. To our knowledge, those are unavailable to the research community;
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thus, a direct comparison of the performance is unfeasible. Therefore, we searched publicly
available databases to develop our facial palsy analysis system.

1.1.1 Diagnosis of facial paralysis

Next, some strategies that detect facial paralysis as a binary classification problem are
mentioned. Kim et al. in |22] proposed a smartphone-based automatic diagnosis system,
which consists of three modules and analyzes three specific facial movements. The authors
reported their highest classification accuracy at 88.9%. Barbosa et al. proposed in [6] a
method to diagnose facial paralysis in two stages; first, facial palsy is detected, and then a
grading among the unhealthy subjects is performed. Also, four specific facial expressions
are used to measure the subject’s facial symmetry. The authors reported a sensitivity of
98.12% and specificity of 98.34% in the first task; 97.48% and 94.91%, respectively, for the
second task.

Next, some approaches that seek to evaluate the level of palsy severity as a multi-
class classification problem are mentioned. Wang et al. in [46] proposed an evaluation
method considering both static facial asymmetry and dynamic transformation factors.
Their analysis uses five specific facial expressions; the best-reported accuracy is 97.56%.
Barbosa et al. in [5] introduced an approach based on iris segmentation to classify facial
paralysis quantitatively. Their methodology includes three stages and operates on five
specific facial movements. The authors reported an overall accuracy of 93.7%. Guo et al.
[16] proposed 49 features to quantify facial symmetry in particular areas of the face. Using
five specific facial expressions, the authors reported an accuracy rate of 90.01%. Jian et al.
in [20] introduced the hypothesis that facial skin perfusion can measure the severity of the
lesion. Then, their methodology mainly calculates characteristics related to the blood flow
distribution on the face. The authors reported a classification accuracy of up to 97.14%.

Neural networks play an essential role in solving classification problems in the medical
field. A few methodologies are working with deep neural networks to diagnose facial palsy
(e.g., |17, |18} 40, 41}, 26} |1]). Deep learning methods can improve the facial palsy detec-
tion rate, but insufficient data limit their efficiency and class imbalance, according to [1].
These methods automatically learn discriminative features, meaning they do not compute
handcrafted features but perform pre-processing steps before training and evaluating the
network. Due to the enormous amount of required data, geometric and color transforma-
tions, image cropping, and resizing are needed to increase the number of samples.

Two of those deep learning approaches are of our interest because of the databases they
employed, the work of Hsu et al. in [18] and Liu et al. in [26]. Hsu et al. formulated
facial palsy identification as an object detection problem and considered the deformation
regions on the patient’s face as the target objects. The authors reported a precision of
93% at recall 88% on a database of 21 patients. Liu et al. proposed segmentation of the
facial area into two palsy regions to improve the detection rate. The authors reported
an average accuracy of 94.81% on their grading scale with three severity levels (normal,
mild-to-moderate, and severe), using a database with 26 patients.
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1.1.2 Gesture recognition in facial paralysis

Facial expressions are among the most flexible ways humans communicate emotion. Their
universality allows us to rapidly convey information to people of different ages, cultures,
and languages [24]. This is why gesture and facial expression recognition has recently
become a popular topic with applications in various fields, such as security, healthcare,
entertainment, advertisement, education, and robotics [54].

Computer vision has reached high accuracy in the automatic recognition of facial expres-
sions in healthy people; extensive research is found in [33] [54} 12, 47]. Facial Expression
Recognition (FER) systems are computer-based technology that uses mathematical algo-
rithms to analyze faces in images or video to perform recognition tasks 35} [11].

One or more gestures can represent a facial expression; we assume that identifying those
could help discriminate one expression from another. Analyzing facial expressions allows
us to classify them into emotion categories; in other words, giving meaning to a facial
expression lets us recognize and label it as anger, disgust, fear, happiness, sadness, surprise,
contempt, etc. Usually, an algorithm designed to recognize emotions also performs facial
expression recognition tasks. Thus, it is said that the recognition of emotional states is
based on facial expressions.

Detecting facial expressions continues to be a complex and challenging problem [33].
Most FER systems operate in three basic stages: face detection, feature extraction, and
classification [42]. They can be divided into appearance or geometric-based methods.
Appearance-based methods extract features from textural information about the face. In
contrast, geometric-based methods rely on features computed from the shape change infor-
mation of the face during expressions [53]. Several machine-learning algorithms accurately
classify facial expressions and emotions. Some popular classifiers are the linear discriminant
classifiers, k-nearest neighbor, Gaussian mixture model, support vector machines, artifi-
cial neural networks, deep neural networks, decision tree algorithms, and hidden Markov
models [12].

Emotion detection based on facial expressions is currently a popular research area in
computer science. However, the face analysis for medical and health applications is still
in an embryonic state [24]. Applications in the medical field are designed to reduce the
patient’s stress, depression, and anxiety. In other words, automated systems are being
developed to recognize their emotions and then provide appropriate therapy to manage
any adverse reaction in the patient [12].

According to Leo et al. in [24], some healthcare frameworks include an emotion or
expression recognition module. They have been introduced to provide suitable solutions
for the following: (1) long-term care for person-centered and integrated healthcare systems;
(2) diagnosis or assessment of cognitive impairments (e.g., autism, schizophrenia, and
profound intellectual and multiple disabilities [10]) and automated pain detection; (3)
the use of technological rehabilitation frameworks [44, 43|, and (4) the design of smart
environments that react in a friendly manner according to the patient’s necessities.

Yolcu et al. in [53] argued that some neurological disorders show well-known impaired
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facial expressions. Therefore, it is necessary to design automated systems to detect emo-
tions in—for example—patients with Parkinson’s, stroke, and facial palsy. In the literature,
and to the best of our knowledge, only two recent studies aim to evaluate the emotions
from facial expressions in patients with facial palsy. Those are the work of Xu et al. [52]
and the analysis of Kuttenreich et al. [23]. The latter is a remarkable study on performing
emotion recognition in palsy patients, but it does not propose an automated system but
the result of a self-assessment evaluation.

Our research seeks to classify facial gestures in palsy patients as a first step in recognizing
emotions from facial expressions. Xu et al. in [52] stated that the automatic recognition
of emotions could be a solution to help understand facial palsy patients, acknowledge their
stress in advance, and assist their treatment. The authors also stated that their facial
expressions are different from healthy subjects due to the inability of the facial muscles,
making the existing data and models from healthy people invalid [52].

1.2 Motivation

In this thesis, we wish to create a multidisciplinary project involving image processing and
artificial intelligence and their applications in the biomedical field. We have identified the
need for specific analysis, data, and models to be extracted from images of facial palsy
patients, mainly because the actual work was developed and executed on healthy people
imagery. We assume that by having such specific information and algorithms, the detection
rate of facial paralysis from an image can be improved.

From a different perspective, living in a digital area with many smart applications trying
to control our environment using our body, hand, and facial gestures, we found it crucial to
develop systems capable of recognizing facial gestures and expressions in persons with facial
paralysis. We assume this would facilitate their integration in using that security, health-
care, and entertainment-related applications, where facial expressions play an important
role.

1.3 Objectives

This thesis work’s primary objective has been to analyze facial paralysis based on com-
puter vision techniques and machine learning algorithms. Our objectives focus on three
principal areas: (1) the detection of facial palsy on an image, (2) the assessment of the
lesion’s severity, and (3) the recognition of facial gestures in palsy patients. The design of
our methodology included partial goals such as a literature review, obtaining a publicly
available image database, and submitting our findings to a peer-review journal.
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1.4 Contributions

The main contribution of this research is an image analysis for detecting facial paralysis
using computer vision techniques and machine learning algorithms. It is such a challenging
project that it was split into three sub-projects to cover more areas of that facial palsy
analysis. Those sub-projects are deeply discussed in the following chapters. Still, here we
mention a list of our contributions:

e An analysis of three publicly available image databases of palsy patients to effectively
extract facial landmarks from a face image.

e A set of facial symmetry features is easily computed from measures extracted from
the predicted facial landmarks.

e A methodology to design classifiers based on facial features and a single face image
to output a result.

e A framework to detect and grade facial palsy using information extracted from the
entire face or specific facial regions.

e Performance analysis on detecting and grading facial palsy using different classifiers.

e A set of palsy data and classification models to improve the detection and assessment
of facial paralysis.

e A methodology based on facial features and classifiers to recognize facial gestures in
palsy patients.

e An analysis of facial gestures in persons with facial palsy as a first step in achieving
emotion recognition.

1.5 Thesis outline

This section describes the organization of this thesis. In Chapter [2 our proposed facial
features are introduced. Later, Chapter [3[ describes our methodology to design classifiers
for detecting and grading facial paralysis. Similarly, Chapter 4] describes our method to
create classifiers to recognize facial gestures in palsy patients. Finally, our conclusions and
aims for future work are provided.

1.5.1 Analysis of facial paralysis

This chapter introduces face analysis in terms of symmetry. Here, it is assumed that a
healthy person will present a pretty symmetric face, and a palsy patient will not. Our
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proposed facial features seek to characterize human faces in terms of symmetry. Those fea-
tures are composed using facial measures computed from previously predicted landmarks.
Landmark extraction is crucial to calculate our features accurately; it is the core of our
proposed method.

1.5.2 Detection of facial paralysis

Chapter three introduces our methodology to design classifiers based on facial features and
machine learning algorithms for two specific tasks. First, we seek to detect palsy patients in
a set of photographs through a binary classification (i.e., to discriminate between healthy
and palsy faces). Second, we address the challenge of grading the level of paralysis found in
the patient as a multi-class classification problem. We perform different evaluations aiming
to discriminate between slight and strong palsy patients; between healthy, slight, and strong
palsy patients. The work of this chapter produced one article that was published in the
Applied Sciences journal (refer to [38]) and another that was published in the Diagnostics
journal (refer to [37]).

1.5.3 Gesture recognition in palsy patients

Chapter four introduces an initial methodology to recognize facial gestures in palsy pa-
tients. It attempts to perform a facial analysis with an intention other than diagnosing
the paralysis. Here, it is established that a set of facial muscle movements compose a
gesture, one or more gestures compose a facial expression, and facial expressions play an
essential role in human emotions. Our work argues that detecting gestures is crucial before
achieving facial expression recognition. This method is also based on our proposed facial
features and a multi-class classifier. This chapter’s work produced one article that was
accepted and published in the Healthcare journal (refer to[39)).




CHAPTER 2

ANALYSIS OF FACIAL PARALYSIS

The analysis of the human face in terms of symmetry/asymmetry is not a new topic, it was
mentioned by Borod and van Gelder in [§], and there is plenty of literature about it. We
talk about the symmetry of a person’s face knowing that we all are asymmetric. In other
words, facial asymmetry responds to the fact that the left and right sides of our face showing
no movement or while performing an expression are not identical. This asymmetry can
result from various factors, including anatomical, neurological, physiological, pathological,
psychological, and socio-cultural variables [8]. The growth and development of bones,
nerves, and muscles should not produce additional asymmetries. Therefore, we assume
that healthy faces tend to have identical sides at a neutral expression or while showing
specific gestures, while palsy faces do not. This allows us to characterize the face of a palsy
patient using machine-learning algorithms and grading scales.

Our facial palsy analysis relies on the extraction of handcrafted features. Handcrafted
features generally refer to properties derived from the information in the image itself, using
various algorithms [34]. The most common example of simple attributes extracted from
images is edges and corners. Features are manually designed to overcome specific issues
like occlusions and variations in scale and illumination. The design of handcrafted features
often involves finding the suitable trade-off between accuracy and computational efficiency.

The computation of handcrafted features is usually a two-step procedure once the face
is detected. First, a key point detector locates distinct regions of an image; in our case,
this detector is represented by the shape predictor that extracts facial landmarks. Second,
a descriptor is built using cues that depend on the features. Our descriptor comprises 29
facial features extracted from arithmetic operations and landmarks. This descriptor can
be defined as a vector of measurements set to train a classifier.

Handcrafted features have been implemented for decades and still serve as a powerful
tool when combined with machine learning classifiers [25]. Supervised learning algorithms,
which map input data to output labels from a set of training examples, are widely used
in medical image analysis. Deep-learning approaches are becoming increasingly popular

10
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Face Landmark Tilt angle Measure Feature : Vector
image prediction correction calculation extraction descriptor

Figure 2.1: Our process to extract facial features.

because of their impressive classification performance. They have the particularity of au-
tomatically learning image features from the inputs, requiring a large number of training
examples. Obtaining such information can be challenging in the medical field due to con-
fidentiality constraints, financial limitations, and the time required for expert annotations
25]. Thus, traditional methods using handcrafted features remain helpful in dealing with
limited samples of medical imaging data.

2.1 Our facial palsy analysis

When working with images of facial palsy patients, the asymmetry of the face must be
considered. Usually, the main difference is observed between the left and right sides of
the face, but others can be observed depending on the disease or the affected nerves. Our
proposed analysis mainly compares and quantifies the differences between the left and
right sides by analyzing the location and position of the face organs (eyebrows, eyes, nose,
cheeks, and mouth). Initial tests concluded that the regions of the eyebrows, eyes, and
mouth provide the most meaningful information for this challenge. This conclusion is
similar to the findings of other authors , , .

Notice that some approaches require a set of images from the same subject performing
specific gestures to operate (e.g., [5,[6]). Although we firmly believe that the facial palsy
assessment should not be conditioned to specific facial movements. Similar to , when a
face image is loaded into our system, the facial gesture performed by the person does not
need to be identified; the system’s output is a label obtained after an objective evaluation.

2.1.1 Facial symmetry features

The methodology to extract our facial features is shown in Figure 2.1} In there, four main
steps are followed once an image is available and the face is detected: (1) a landmark
prediction using a face model trained with palsy patients’ imagery, (2) a correction of the
head’s tilt angle using a transformation matrix, (3) using the transformed key points a
calculation of measures (values of distances and averages), and (4) the extraction of facial
features to create a vector descriptor.

11
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a b

Figure 2.2: (a) The predicted 68 key points and (b) The 51 renumbered key points of our interest
inspired by the model proposed by Matthews and Baker .

Landmark prediction

Our methodology uses the widely-known face detector implemented in the open-source
dlib C++ Library. Once the face is detected within the image, the facial landmarks are
extracted using the shape predictor proposed by Guarin et al. and introduced in |15]. The
complete extraction process, as suggested by the authors, goes as follows:

1. Transform the face image to gray levels.

2. (Optional) Resize the transformed image according to a scale factor (sf) of sf = -,

having nW = 200 and nH = g Where W and H refer to the width and height of
the face image.

3. Detect the face rectangle on the smaller image.

4. (Optional) Re-scale the detected face rectangle to its original size using sf.
5. Extract the facial landmarks on the transformed image.

6. Store the predicted information for future processing.

Note that the shape predictor is a 68-point model, but only 51 points are of interest in
this work. As sketched in Figure 2.2] the 51 points are renumbered to ease the further
calculation of attributes.

12
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Tilt angle correction

It is known that the head’s tilt angle can influence the accuracy of the facial symmetry
quantification [16]. Thus, a tilt correction is performed using known points and a trans-
formation matrix before computing any symmetry measure. The process uses the eyes’
landmarks, particularly the left corner of the left eye and the right corner of the right eye
(points 10 and 19 as seen in Figure ) are set as known points. The complete process
goes as follows:

1. Set as input data the eye-corner points: P10 for the left eye’s left corner and P19
for the right eye’s right corner.

2. Set the destination data on such points, ensuring they are horizontally aligned.

3. Calculate a transformation matrix Ty using the eye-corner points and the similarity
transform approach.

4. (Optional) Transform the input image using the matrix T¢.

5. Rotate the predicted landmark P; using T and a multiplication of matrices to obtain
Pi, for example:

P,
(P:,';> B {Tf(l,l) Tra2) Tras) p (2.1)

Py Tren Treo Tres) |

where ¢ = {0,...,50}, meaning that P; represent each of the 51 key points.

6. Store the rotated data.

Measure calculation

A total of 32 measures (28 distances and four average values) are calculated using the
key points, and they are described in Figure 2.3] Ostrofsky et al. in [36] evaluated a set
of objective measures from face photographs to characterize the human face, their work
inspired our distances from A to K. Notice that the authors did not target the analysis
of facial palsy, but their measures appeared to be an excellent reference. In our study,
distances A to Q were proposed to detect any level of asymmetry among face sides (left
vs. right). At the same time, measures P to X were designed to characterize the facial
movement executed by the patient. Providing robustness against facial expressions allows
us to obtain a result from a single image rather than a set of facial gestures.

The widely-known Euclidean distance was employed to measure the distance between
two points, according to Equation . Most of these distances are computed in pairs;
the left and right sides will be compared to extract a specific feature. The other lengths
are used to normalize the range of the measures between 0 and 1. The average value refers
to the arithmetic mean of a group of values, computed according to Equation (|2.3)).

13
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A

Distance

Distance between the first and last jaw points

B|, Br

Width of the eye (left and right)

Distance from the middle mouth point to the
middle of the jaw point

Distance from the outer eye corner to the head
side

Distance from the outer eye corner to the middle
mouth point

Distance from the outer eye corner to the nose
edge point

Distance from the nose edge point to the middle
mouth point

L,M

(a)

Distance

Height average of the 5 points within each
eyebrow

le Nr;
0, O,

Distance between the upper and lower eyelids (left
and right) of both eyes

Average height of the eye (N, + N,)/2

Average height of the eye (O, + O,)/2

Distance between the upper and lower lip of both
sides of the mouth

R, S
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middle of the jaw point (left and right)
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Figure 2.3: Facial measures to compute spatial relations between facial landmarks. (a) Measures A to
K; (b) measures L to Q; and (c) measures R to X.
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d(Pa, Pb) = \/(Pa, — Pb,)? + (Pa, — Pb,)? (2.2)
! zn: X (2.3)
rqg = — i .
avrg n —

Here are some additional remarks regarding our facial measures:
e Distances A, C, W, and X are normalization parameters.
e Values L. and M look for unevenness in the height of the eyebrows.

e Distances R, S, T, and U search for the larger side (if any) of the face from the
eyebrow to the mouth.

e Distances B, B,, D, E, N;;, N,., O; and O, inspect for any deformity in the eyes.

e Distances F, G, H, and I search for the larger side (if any) of the face from the eye
to the mouth.

e Distances J and K look for the larger side (if any) of the face from the nose to the
mouth.

e Distances P}, P,, Q;, Q., V; and V, inspect for any deformity in the mouth.

Feature extraction

Our facial symmetry features were computed using the 32 measures mentioned above. In
the beginning, 33 features were proposed to analyze facial palsy, but looking to reduce our
feature space, several experiments were conducted to evaluate the worth of each attribute.
After many tests, only 29 were found helpful in detecting a level of asymmetry within the
face and performing gesture recognition tasks. Our facial symmetry features are extracted
as follows: using Equation to obtain the angle between two points, Equation to
calculate the slope between points, Equation to compute the Euclidean distance, and
Equation to calculate the perimeter of a closed shape.

Z(Pa,Pb) = arctan 2(Az, Ay) x 180/7 (2.4)
where Az = Pa, — Pb, and Ay = Pa, — Pb,.
| Pa, — Pb,
-1
S(Psv s 7P1> - Z d<PX7 Px+1) + d(PS7 Pl) (26>
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where S is a closed shape, Py is the start point, and P; is the last one and represents the
endpoint within the shape.

The 29 facial symmetry features are described in Table 2.1] refer to Figure [2.3if further
detail is required. They are numbered from f0 to f28 and grouped by facial regions:
eyebrows, eyes, mouth, nose and combined. The formula to compute each is also depicted.
It is easy to observe that most of the distances provide ratios in the [0, 1] range, where 0
means somewhat asymmetric (palsy face), and 1 means closer to symmetric (healthy face).

e Features fO to f2, f4to f6, f7, f14, f22, and f23: they are designed to measure the
inclination between two key points. It is expected for a healthy face to have a slope
or angle close to 0 (to be in a horizontal position), except for feature f23, which is
expected to be vertical on a healthy subject.

e Features f3, f8 to f13, f15 to f21, and f24 to f26: they are analogous ratios
between the left and right sides. Those ratios are compared, and the maximum value
is selected as an attribute.

e Features f27 and f28: they reflect the asymmetry of the face. Smaller values relate
to a healthy subject, and bigger values to a palsy patient.

An additional description is provided on Table Notice that in f21, W is the dis-
tance shown in Figure [2.3c, and the perimeter values IV, and W, are computed as W; =
S(P28,P29,P30,P31,P37,P38,P39) and W, = S(P31,P32,P33,P34,P35,P36,P37).

2.1.2 Machine learning algorithms

Machine learning (ML) is helpful in complex problems where humans cannot explain a
solution, or there is no expertise on how to solve a specific problem [2]. ML is a set of
techniques for automatically extracting knowledge from data [7]. In other words, it creates
a model using exemplary data from the problem. The model is iteratively refined using the
sample data to tune its parameters. This iterative process is called the learning process.
Machine learning algorithms learn from sample data. The quality and the quantity of
the samples have a significant impact during the learning process. There are two types
of learning algorithms: (1) supervised learning, where the labels (output) of the examples
(input) are known, and (2) unsupervised learning, where the labels of the data are unknown.
The first aims to create a model that associates an input with its correct label, and the
second seeks associations among the data to find a model representing these relationships.
In this project, we propose to create models based on supervised machine learning al-
gorithms and using data from palsy patients; restrictions due to the limited amount of
data will be discussed later. Our proposed classifiers were designed using the Waikato En-
vironment for Knowledge Analysis (Weka) suite. Weka is a platform for general-purpose
machine learning tasks, such as classification, prediction, detection, etc. Weka is a graph-
ical user interface that contains the full pipeline for managing data sets, training, and
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Table 2.1: Our proposed facial symmetry features introduced in [38§].

No. Facial region Formula Description

fo Eyebrows |Z(PO0, P9)| Vertical position of the left and right sides.

f1 Eyebrows |Z(P2, PT)| Vertical position of the left and right sides.

12 Eyebrows |Z(P4, P5)| Vertical position of the left and right sides.

f3 Eyebrows max(L/M,M/L)  Ratio of the eyebrows’ elevation.

f4 Eyebrows m(P0, P9) Vertical position of the eyebrows.

15 Eyebrows m(P2, P7) Vertical position of the eyebrows.

fo Eyebrows m(P4, P5) Vertical position of the eyebrows.

17 Eyes |Z(P10, P19)] Vertical position of the eyes’ corner.

f8 Eyes max(B,;/B,, B,/B;) Ratio of the eyes’ width.

19 Eyes max(D/E,E/D)  Ratio of the eye to head-side distance.

f10 Eyes max(H/I,I/H) Ratio of the eye to nose distance.

f11 Eyes max(N/O,O/N)  Ratio of the eyes’ average opening.

f12 Eyes max(N;/O,,O,/N;) Ratio of the eyes’ outer opening.

f13 Eyes max(N,/O;, O;/N,) Ratio of the eyes’ inner opening.

f14 Mouth |Z(P28, P34)| Vertical position of the corners.

f15 Mouth max(F'/G,G/F)  Ratio of the eye to mouth distance.

f16 Mouth max(P,/Q;,Q;/P,) Ratio of the mouth’s outer opening.

f17 Mouth max(P,/Q.,Q./P,) Ratio of the mouth’s inner opening.

f18 Mouth max(V;/A,V,/A)  Ratio of the mouth’s half-width divided
by the head’s width.

f19 Mouth max(P,/W,Q,;/W)  Ratio of the mouth’s outer height divided
by its width.

120 Mouth max(P,/W,Q,/W) Ratio of the mouth’s inner height divided
by its width.

f21 Mouth max(W; /W, W,./W) Ratio of the mouth’s half perimeter di-
vided by its width.

122 Nose |Z(P23, P27)| Vertical position of the nose.

123 Combined |Z(P22, P37)| Vertical position of the nose and mouth.

124 Combined max(J/K,K/J)  Ratio of the nose-to-mouth distance.

125 Combined max(T/A,U/A) Ratio of the eyebrows-to-mouth distance
divided by the head’s width.

126 Combined max(R/A, S/A) Ratio of the eyebrows-to-mouth distance
divided by the head’s width.

127 Combined C/A Ratio of the mouth-to-chin distance di-
vided by the head’s width.

128 Combined X/A Ratio of the nose-to-mouth distance di-

vided by the head’s width.

In f21, W, = S(P28, P29, P30, P31, P37, P38, P39) and W, = S(P31, P32, P33, P34, P35, P36, P37).
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testing according to multiple machine learning models; therefore, it was appropriate for
the analysis performed in this research. Weka operates using Attribute-Relation File For-
mat (arff) files, which are text files that describe a list of samples sharing a set of features
and labels. Hints on creating arff files can be found at [3]; more information concerning
the Weka suite is available at [50].

Initially, we wanted to show that handcrafted features and simple neural networks are
still effective in dealing with the automated analysis of facial paralysis. Then, we designed
a classifier based on the multi-layer perceptron strategy and used the Weka function known
as the Multilayer Perceptron (MLP). This MLP model requires a few parameters to learn,
as described in Table Some of those can be easily set up in the Weka environment, for
example, the learning rate (L), momentum (M), training time (N), number of neurons in
the hidden layers (H), and seed (S). During the training phase of the MLP strategy, the
learning rate and the momentum are required to update the weights of the connections
between network nodes. As indicated by its name, the training time refers to the number
of iterations (epochs) to train through, and the value in H refers to the number of neurons
in each layer within the network. Finally, the value of S refers to a number employed
to randomly initialize the network’s weights. The MLP strategy uses backpropagation to
learn and classify instances, and the network nodes are all sigmoid.

All the proposed MLP models are 3-layer networks in this project. The input layer
consists of 29 neurons (one for each feature) and some neurons in the output layer that
correspond to the number of the required labels (2 for binary classification and 3 for a
multi-class classification). The number of neurons in the hidden layer will be specified for
each experiment using the parameter H.

Lastly, we wished to show that our methodology to design classifiers could be applied to
other models. Then, three additional classifiers were configured based on the support vector
machine (SVM), k-nearest-neighbor (KNN), and multinomial logistic regression (MNLR)
methods. Depending on the implementation, each classifier requires specific parameters to
operate, and the parameters are optimized to reach the best performance for the particular
task. Again in Table [2.2] the function known as the LibSVM is an implementation of
an SVM. The radial basis function (RBF) kernel was used in all experiments, and the
cost and gamma parameters were optimized. The function IBk implements the KNN
strategy using one neighbor; the distance function was optimized for each experiment.
The function Logistic is an implementation of the MNLR method; in our design, only the
Ridge parameter was refined.

The process of designing our classifiers consisted of having a vector descriptor (input),
computed according to Section and its associated label (output) to perform a learning
process for each algorithm. Many arff files were created containing such input and output
data to facilitate our learning environment. After the files are loaded into Weka and the
classifiers are adequately configured, the training and evaluation process occur. Several
tests were conducted to reach the highest performance for each task.
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Table 2.2: Required parameters to operate the classifier according to Weka [50].

Method Parameters Weka function
MLP  Learning rate (L), momentum (M), train- MultilayerPerceptron
ing time (N), number of neurons in the hid-
den layers (H), and seed (S)
SVM  Cost (C), gamma (G), kernel type LibSVM
KNN  Number of neighbors (KNN) and distance 1Bk
function (A)
MNLR  Ridge (R) Logistic

2.2 Available image databases

We already mentioned that some methodologies aim to detect facial paralysis in a pho-
tograph. However, collaboration among the research community has been complex due
to the unavailability of public datasets, mainly because of patient privacy (patients prefer
not to share their biometrical data). This situation motivated us to perform our analysis
in three databases containing images from palsy patients that recently became publicly
available. Some remarks on those databases are given here.

MEEI database

The Massachusetts Eye and Ear Infirmary (MEEI) database is an open-source set of facial
photographs and videos representing the entire spectrum of flaccid and non-flaccid facial
palsy collected by Greene et al. and introduced in [13]. The database was launched to serve
as a resource for facial paralysis research and education; some works that have employed
the MEEI database are |15, |29} 32, 38, [39)].

The MEEI dataset consists of 480 high-resolution images from 60 subjects: ten healthy
participants, 25 patients with flaccid palsy, and 25 patients with non-flaccid paralysis. Each
subject performed eight facial movements: (1) at rest, (2) eyebrow elevation, (3) light effort
eye closure, (4) full effort closure, (5) light effort smile, (6) full effort smile, (7) pucker, and
(8) lip depression. An example of these photographs is shown in Figure The MEEI
database is also annotated according to the eFace, Sunnybrook, and HB grading scores,
meaning that six levels of paralysis are provided accordingly: normal, near-normal, mild,
moderate, severe, and complete.

In previous sections, we mentioned that three sub-projects were developed in this re-
search; the MEEI database was employed in two: to detect facial palsy and recognize
facial gestures. The first was achieved using the annotated data provided by the owners;
for the second task, we extracted the gesture information from the eight facial expressions
performed by each participant.
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At rest Eyebrow elevation  Light effort eye closure Full effort eye closure

Light effort smile Full effort smile Pucker Lip depression

Figure 2.4: Example of a set of photographs extracted from the MEEI dataset .
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Toronto NeuroFace

The Toronto NeuroFace (TNF) is a publicly available database that aims to assess neu-
rological disorders. It was collected by Bandini et al. and introduced in [4]. Similarly
to the MEEI dataset, the Toronto NeuroFace dataset was released to foster the develop-
ment of novel and robust approaches for face alignment and oro-facial assessments that
can be used to track and analyze facial movements in clinical populations suffering from
amyotrophic lateral sclerosis and other neurological diseases. Authors in |4] analyzed the
importance of using algorithms trained with data from the target population to improve
facial landmarks’ localization and accuracy in face alignment. The TNF dataset consists
of 261 videos, clinical scores per video, and more than 3300 annotated frames of faces from
individuals performing oro-facial tasks typical of the clinical assessment. Due to privacy
constraints, it is not possible to show an image from this database.

YFP database

The YouTube Facial Palsy (YFP) database is an image collection provided by Hsu et al.
and introduced in [19]. The YFP database is a compilation of 32 videos from 21 patients
obtained from YouTube; 10 additional patients were included in a second release. The
patient talks to the camera in each video, and the facial expression variation across time
is recorded. Each video was converted into an image sequence at 6 FPS, yielding almost
3,000 images. Independent clinicians labeled the palsy regions in each frame; the junction
of the cropped areas is considered the ground truth. The authors also provided additional
labels to classify the intensity exhibited in each palsy region. We understand that the
authors in [19] determined these intensity labels; they did not declare that the intensity
label was approved by a clinician, which could lead to discrepancies in the classification
results among methodologies. An example of these images is shown in Figure [1.1

CK+

The Extended Cohn-Kanade (CK+) database distribution is a well-known dataset in the
research community to prototype and benchmark systems for the automated detection
of facial expression [28]. The CK+ database collects 593 sequences across 123 subjects,
close to 10,800 images, and all sequences go from a neutral face to a peak expression. An
example of some pictures is shown in Figure 2.5 The CK+ database is included in this
project to make our methodology robust against expression variation, as suggested in the
literature [19, 26]. In other words, as explained later, the palsy samples came from the
YFP database, and the healthy subjects were from the CK+.
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Figure 2.5: Example of some images extracted from the CK+ dataset , ©Jeffrey Cohn.

2.2.1 Additional remarks

To the best of our knowledge, neither the MEEI database nor the TNF dataset was em-
ployed to detect facial paralysis in frontal face photography before our work in [38]; or to
recognize facial gestures before our analysis in [39]. On the other hand, the YFP database
has been used to diagnose facial palsy in . It is worth noticing that those databases
intend to facilitate information for the development of clinical applications; however, they
are not equivalent in terms of image quality, lighting, pose conditions, and the tasks per-
formed by the participants. In other words, the three datasets are not directly comparable
to our classification problem, but they were helpful in the design process.

To conclude this subsection, the databases above were employed in our project as follows:
(1) the MEEI, TNF, YFP, and CK+ databases were used to detect facial palsy; (2) the YFP
and CK+ databases were used to grade the lesion’s severity; and (3) the MEEI database
was used to recognize facial gestures in palsy patients. Such tasks will be described in
detail in the following chapters.
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CHAPTER 3

DETECTION OF FACIAL PARALYSIS

Detecting facial paralysis in this research is achieved by observing the symmetry of the
subject’s face through a photograph. It has already been stated that a healthy face (i.e.,
not affected by any paralysis) has quite an identical left and right sides when showing
a neutral facial expression. On the other hand, the face of a palsy patient is expected
to be more asymmetrical, which allows us to characterize the faces of healthy and palsy
subjects. Such characterization refers to obtaining a threshold value using machine learning
algorithms to determine to what extent the facial asymmetry is expected and where it is
considered an unhealthy condition.

In this palsy detection task, we aim to detect facial paralysis as a binary classification
problem. That is, to identify if a person is healthy or a palsy patient. Our methodology
evaluates the input image independently of the facial movement executed by the subject.
Other approaches use a set of facial gestures to compute symmetry variations between
expressions and detect facial paralysis. Our system measures predicted facial landmarks
using basic mathematical operations that keep the implementation uncomplicated but
effective. Our facial measures aim to see the asymmetry between the two sides of the face
and characterize facial gestures so that the learning algorithm can relate each asymmetry
level with the expression found in the image. Our measures extract information from the
eyebrows, eyes, nose, and mouth. Our classifiers provide a label as an output.

In the grading of facial paralysis, we define the task as a multi-class classification problem.
Mainly, a three-level classifier was designed using different machine learning algorithms.
We explore the use of regional information to achieve such classification tasks. In the end,
we show that the assessment of facial paralysis is possible with partial occlusions of the
face if the analysis is executed on some areas of the face. Some of those areas are the
eyebrows, the eyes, the nose, and the mouth, as shown in Figure We refer to the
features computed from those facial areas as regional information. Generally speaking, our
experiments are carried out on the entire face, but additional evaluations were performed
on the eyes and the mouth region. By the entire face, we refer to the use of the 29 proposed
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Chapter 3 Detection of facial paralysis

Figure 3.1: Example of a face image divided into four facial regions.

symmetry features. In the case of evaluating using the eyes, only 19 features are considered,
and 15 features for the mouth region. Further details on the performed experiments to
evaluate our framework will be provided.

3.1 Training of our classifier

The framework of our facial palsy detection was introduced in Section [2.1} and it is shown
in Figure [3.2] Firstly, the face must be detected in the input image, followed by facial
landmarks extraction using a shape predictor. Our proposed 29 facial symmetry features
are subsequently computed using these key points, as explained in Section Finally,
such features are fed to a classifier that will provide an output depending on the system’s
goal.

Section [2.1.2] mentioned that the Weka platform was employed to design a set of clas-
sifiers. In our first attempt to detect facial palsy, we trained and evaluated a classifier
based on the multi-layer perceptron. Later, three additional methods were considered for
comparison purposes and to validate our features using different strategies. We refer to
the support vector machine (SVM), k-nearest-neighbor (KNN), and multinomial logistic
regression (MNLR) methods. Some parameters needed to operate those classifiers using
the Weka platform were introduced in Table[2.2] We have refined some of those parameter
values to reach the highest performance; they are mentioned in Table[3.I] The optimization
process was also performed using the Weka suite and its options, for example:
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Figure 3.2: Framework of the proposed facial palsy detection system.
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e CVParameterSelection: it is a function that performs a parameter selection for any
classifier using cross-validation. We use it to choose the best L and M values in a
range from 0.05 to 0.95 with increments of 0.05; the best H value in a range between
40 to 70 with increments of 1; and the best S value in a range from 0 to 99 with
increments of 1. More information is available at .

e Gridsearch: it is a function that performs an exhaustive search of parameter pairs
for a classifier and chooses the best pair found for the actual prediction. We use it
to find the best C and G using accuracy as evaluation criteria. More information is
available at .

e Weka experimenter: it is an application to create experiments using different datasets
or algorithms simultaneously. We used it to locate which distance measure to use; we
tested with the Euclidean, Manhattan, and Chebyshev distances. We also use it to
repeat each experiment ten times because it easily stores the results and calculates
performance metrics. The complete procedure is explained in @ﬂ

Once the parameters were refined, several evaluations were executed.

Widely known evaluation metrics were computed to measure the performance of our
classifiers. These are accuracy, recall (or true positive rate), specificity, precision, F1 score,
true negative rate, false negative rate, and false positive rate. They are calculated according

to Equations (3.1)—(3.8]), respectively.

Ace = TP+C:FFJ€1?JZ+ FN (3:1)
Rec = TP}—L—PFN (3.2)

Spec = % (3.3)

Prec = Tijk—PFP (3.4)

Fls = 2x TP (3.5)

2xTP+ FP+ FN
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TN
TNR= ——— .
o TN+ FP (3.6)
FN
FNR= pN TP &1
Fp
FPR= ——— .
o FP+TN (3.8)

where TP is for true positives, T'N for true negatives, F'P for false positives, and FN for
false negatives.

Table 3.1: Optimized parameter to reach the highest performance.

Method Parameters Weka option
MLP L, M, Hand S CVParameterSelection
SVM C and G GridSearch
KNN A Weka experimenter

3.2 Classification of facial palsy

Two main experiments were performed to show the capacity of our methodology to detect
facial paralysis in an image. They are mentioned as (1) facial palsy detection and (2) palsy
region detection in the following subsections. Only the MLP strategy is discussed in the
first evaluation, and the other classifying approaches are included in the second. In the
experiments, the employed databases significantly differ in the characteristics of the images
(e.g., the lighting conditions and pose). However, the methodology to train and evaluate
is the same as described in Figure [3.2] and excellent results were achieved.

3.2.1 Facial palsy detection

The first evaluation was performed to show that our methodology can detect facial palsy
in a photograph. Two binary classifiers based on the MLP strategy were trained using
images from the MEEI and TNF databases; both were introduced in Section [2.2] The
parameter’s configuration was set as L = 0.2045, M = 0.1909, N = 500, S = 0, and
H = 56. The 10-fold cross-validation technique, a statistical method used to estimate the
model’s performance on new data, was employed to train and evaluate.

While testing using the MEEI database, it was observed that the MLP function in Weka
does not perform sequential learning, resulting in a negative impact on the performance be-
cause the available dataset is unbalanced. There are fewer healthy samples than unhealthy
ones (80 vs. 400). The healthy set was replicated three times with a sample augmenta-
tion process to overcome this situation. Similar to the approach suggested in |16, |22], the
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Table 3.2: Cross-validation results for tests on the MEEI database.

n-fold | TN TP FN FP | Accuracy [%)]

1 22 32 8 2 84.37
2 24 37 3 0 95.31
3 24 33 7 0 89.06
4 24 38 2 0 96.87
) 24 40 0 0 100
6 23 38 2 1 95.31
7 24 38 2 0 96.87
8 22 38 2 2 93.75
9 24 35 5) 0 92.19
10 24 38 2 0 96.87

Average | - - - - 94.06

Table 3.3: Resulting confusion matrix of the test on the original MEEI database.
Healthy = 0 Palsy =1 Correct label
80 0 healthy
1 399 palsy

healthy images were rotated in two opposite directions, increasing the available data and
verifying that our algorithm is invariant to rotation. In previous experiments, it was ob-
served that increasing the number of healthy instances by three times is enough to learn and
discriminate this class without over-fitting. In the end, the training of the MLP classifier
was executed with 640 samples (240 healthy and 400 unhealthy instances).

In Table 3.2] the model’s performance for the testing part of the data for each fold
is given. There, TN stands for true negative (i.e., healthy samples), TP stands for true
positive (i.e., palsy samples), and false negative (FN) and false positive (FP) are incorrectly
classified samples. Here, the worst performance is 84.37% for the 1st fold, and the best is
100% for the 5th fold. The average performance of this methodology is 94.06%, as shown
in Table After evaluating our MLP classifier with the original 480 samples, there is
a 99.79% correct classification of the MEEI database, yielding a sensitivity of 99.75% and
a specificity of 100%. The confusion matrix of the evaluation using the original MEEI
database is given in Table [3.3

It was already mentioned that the Toronto NeuroFace (TNF) is a database collected for
clinical assessment. To the best of our understanding and the information provided by the
authors, the subset called Stroke can be used to evaluate our methodology. There are eight
subjects with facial asymmetry and 3 participants without it; in total, 817 asymmetrical
samples and 219 symmetrical ones. It is essential to notice that the TNF images refer
to frames extracted from the subjects’ videos performing oro-facial tasks. Following the
proposed methodology, a 10-fold cross-validation technique was employed to train another
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Table 3.4: Cross-validation results for tests on the TNF database.

n-fold | TN TP FN FP | Accuracy [%)]
1 66 78 4 0 97.30
2 65 78 4 1 96.62
3 66 &80 2 0 98.65
4 65 &80 2 1 97.97
) 64 75 6 2 94.56
6 65 79 2 1 97.96
7 66 79 2 0 98.64
8 65 77 5) 0 96.60
9 65 78 4 0 97.28
10 64 78 4 1 96.60
Average | - - - - 97.22

Table 3.5: Resulting confusion matrix of the test on the original TNF database.
Healthy = 0 Palsy =1 Correct label
218 1 healthy
14 803 palsy

MLP classifier using data computed from the TNF database.

In Table [3.4] the model’s performance on the testing part of the data for each fold is
given. Here, the worst performance was 94.56% for the 5th fold, and the best was 98.65%
for the 3rd fold. The average performance of this methodology for the second dataset was
97.22%, as shown in Table A 98.55% correct classification was found after evaluating
the MLP classifier with the original 1036 samples. The confusion matrix of the test on
the original TNF database is described in Table [3.5] which yields a sensitivity of 98.29%
and a specificity of 99.54%, proving that our methodology to design a binary classifier to
detect facial paralysis can be extended to other databases of face photographs with an
outstanding performance.

3.2.2 Palsy region detection

In the literature, it is said that deformed regions, or simply palsy regions, are caused by
facial paralysis on a patient’s face; and those are the target regions to locate. Here, we
called it palsy region detection because our algorithms analyze two specific facial regions:
the eyes and the mouth. The features related to the eyes’ regional information are the
features named Eyebrows, Eyes, Nose, and Combined (only f23 and f25—f27) in Table
Similarly, the mouth’s regional information are all features, except those named as
Eyebrows and Eyes features.

The following experiments evaluate our methodology using the above regional informa-
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Table 3.6: Detection of palsy regions: classifiers’ configuration.

Method

Parameters

MLP

L =0.2045, M = 0.1909, H = 59, N = 5000, S =0

SVM

C = 1000, G = {0.1,0.001,0.01} *, kernel type = RBF

KNN

KNN =1, A =Euclidean distance

MNLR R=1 x 107°

* Refers to the gamma value for the face, eyes, and mouth evaluation, respectively.

Table 3.7: Results of the detection of palsy regions on the criteria of accuracy.

Classifier Face Eyes Mouth
MLP 95.03 +1.69% 92.86 +1.99% 92.98 + 2.13%
SVM 95.61 +1.40% 93.42 +1.84% 90.93 £+ 2.49%
KNN 92.34 £ 1.80% 89.33 £2.24% 91.28 +£2.21%

MNLR  94.24 £1.60% 92.16 £1.99% 91.07 4+ 2.35%

tion, but our initial proposal is to inspect the whole face using our symmetry features.
Three tests were performed: (1) the detection of palsy using 29 features, (2) the detec-
tion of palsy using the eyes information, and (3) the detection of palsy using the mouth
information. Four classifiers for each test were evaluated to compare their performance in
this classification task. The 5-fold cross-validation technique was used during the training
process. Each validation was repeated ten times to observe the behavior of the classifiers
and provide information regarding their repeatability. The average performance will be
given for each test.

The data set comprises 19 palsy patients and 19 healthy subjects extracted from the
YFP database and the CK+ collection. Both datasets were introduced in Section 2.2l The
palsy patients are subjects 1, 5, 6, 7, 11, 12, 13, 14, 15, 19, 20, 21, 23, 24, 25, 28, 29, 30,
and 31 from the YFP database. Patients with less than 20 images and patients with facial
occlusions were excluded. The healthy subjects belong to the S022, S026, S028, S034,
5042, 5046, S050, S054, S057, S102, S105, S124, S130, S131, S132, S133, S134, S135, and
5136 folders in the CK+ collection.

The data set for this evaluation comprises 20 images from each of the 38 participants
(760 photos in total); this arrangement is expected to have the same amount of healthy and
palsy samples, making it a balanced data set for the experiment. Notice that the healthy
subjects are labeled as class 0 and the palsy subjects as class 1. For this experiment, the
classifiers were configured as described in Table 3.6l The average performance is shown in
Table for each of the three tests performed in this palsy region detection task.

Great results are obtained for the MLP and SVM classifiers, 95.03% and 95.61%, respec-
tively. Few samples were required during the training phase compared to other approaches
that required thousands of images to output a label. Good results are also reached us-
ing only regional features, in the eye and the mouth, 93.42% and 92.98%, respectively.
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Figure 3.3: Confusion matrix for palsy detection using: (a) the entire face, (b) the eyes’ information
and (c) the mouth’s information.

Table 3.8: Performance results for the detection of palsy regions.

Region Classifier TNR FNR TPR FPR
Face SVM 95.59 +2.28% 4.37 £2.05% 95.63 £2.05% 4.41 £+ 2.28%
Eyes SVM 9235+ 3.11% 5.53 £2.81% 94.47+281% 7.65+3.11%

Mouth MLP 91.32+£3.51% 5.37£2.85% 94.63 £2.85% 8.68 £ 3.51%

Still, the entire face analysis is better than focusing on a single region when discriminating
between healthy and palsy patients.

The confusion matrix of this experiment using the entire face and SVM is depicted in
Figure , the system’s average accuracy is 95.61%, recall 95.63%, precision 95.61% and
Fl-score 95.62%. The confusion matrix for the test using the eyes’ information with SVM
is depicted in Figure[3.3p, the system’s average accuracy is 93.42%, recall 94.47%, precision
92.55% and Fl-score 93.50%. Finally, the confusion matrix for the experiment using the
mouth’s information with MLP is depicted in Figure [3.3, the system’s average accuracy
is 92.98%, recall 94.63%, precision 91.64% and F1-score 93.11%.

Additional performance results for the three tests are provided in Table [3.8] For our
methodology, the true negative rate (TNR) reflects the number of healthy subjects de-
tected as regular participants, while the true positive rate (TPR) shows the number of
palsy patients predicted as unhealthy subjects. Great results are achieved using the SVM
classifier: 95.59% and 95.63% for the face, 92.35%, and 94.47% for the eyes. On the other
hand, the false negative and false positive rates are expected to be as low as possible be-
cause both represent a wrong diagnosis. Good results are obtained for this metric: 4.37%
and 4.41% for the face, 5.53% and 7.65% for the eyes. Similarly, good results are reached
for the mouth using the MLP classifier, 91.32% and 94.63% of true detection rates, and
5.37% and 8.68% of false detection rates.
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Table 3.9: Performance results of different facial palsy classification approaches.

Method Database Rec Spec Prec Fils Acc
Kim et al. |22 * 80.00% - 92.30% - 88.90%
Hsu et al. |1§] YFP 88.00% - 93.00% - -
Barbosa et al. [6] * 98.12% 94.06% - - -
Abayomi et al. |1] YFP 91.85% - 81.06% 85.91% 78.62%

Our methodology MEEI 91.75% 97.92% 98.66% 95.08% 94.06%
Our methodology TNF 95.72% 99.09% 99.24% 97.44% 97.22%
Our methodology YFP 95.63% 95.59% 95.61% 95.62% 95.61%

*Tested on their private dataset, not available due to patient privacy. Note that test cases cannot be
compared straightforwardly.

3.2.3 Findings and discussion

Our methodology detects facial asymmetry levels within an image independently of the
gesture performed by the subject. At the same time, most methods in the literature
compute asymmetry measures from a set of different facial gestures from the same subject.
We can summarize three methodologies if we focus on the detection systems that compute
facial landmarks at some point in their process. Those were introduced in Section [1.1.1]
Such relation is shown in Table We observe that a direct comparison of methods in
this table is not feasible because of discrepancies in the goals, training configuration, and
metrics. Nonetheless, we include the results of the works closer to ours. We also include
the work of Abayomi et al. in [1] only because the YFP database was employed.

Table [3.9)shows the performance results of our methodology in three different databases.
Great accuracy values are reached, more than 94%, showing that our algorithm can be
extended to other databases with varying image characteristics. As explained earlier, a
direct comparison with other methods is unfeasible; however, the performance suggests
that our strategy to detect facial palsy exhibits a better performance or, at least, one
similar to that of other approaches.

Although out of the scope of this work, those scores using either the eye or mouth
information lead us to believe that we can use these features to detect facial palsy on
images with partial occlusions. If face detection is achieved and landmarks are predicted
adequately, an analysis to detect facial palsy might be possible. In other words, our
analysis allows us to determine to what extent regional information is needed to diagnose
the severity of the lesion with satisfactory results.

3.3 Grading of facial palsy

Two experiments were performed to assess the facial palsy severity in the YFP database.
The palsy information was provided by Hsu et al. in [19] to indicate the grade of paralysis
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Table 3.10: Data distribution for the prediction of two palsy levels.

Test Total of Images Data Distribution

680 Original data: 208 low-intensity and 472 high-
Eyes region intensity samples

2040 Augmented data: 624 low-intensity and 1416

high-intensity samples

680 Original data: 141 low-intensity and 539 high-
Mouth region intensity samples

2040 Augmented data: 423 low-intensity and 1617

high-intensity samples

found in that specific palsy region. The authors analyzed only two palsy regions: the eyes
and the mouth. Notice that the label provided by Hsu et al. does not reflect the lesion’s
severity on the face; it describes the severity of the eyes or the mouth. There might be a
case where the intensity is not the same for both, then a separate analysis is required.

We also explore the use of regional information in the following experiments. As ex-
plained earlier, we refer to regional information to the use of specific features, depending
on the region under analysis. Then, the eyes’ information corresponds to features named
Eyebrows, Eyes, Nose, and Combined (only f2% and f25—f27) in Table 19 attributes
in total. And the mouth’s information corresponds to all features, except those named
Eyebrows and Eyes features in Table 2.1] a total of 15 attributes.

A 5-fold cross-validation technique was employed in these evaluations to train and eval-
uate the algorithms. Each validation was repeated ten times to observe the behavior of
the classifiers and provide information regarding their repeatability. Therefore, the average
performance of those repetitions is given for each test. More details of the experiments
and results are now described.

3.3.1 Prediction of two palsy levels

In the first experiment, the data set is composed of 19 patients from the YFP database
and is now divided into class SL; (low-intensity) and class SLy (high-intensity). After
preliminary tests, it was found that 40 images per patient were adequate to train the
classifier, but for those who did not have enough photos, only 20 were employed. To
improve the learning process, a data augmentation was performed as suggested in [16, 22].
This process consisted of rotating in two opposite directions the palsy images to increase
the amount of available data. This augmentation also allows us to verify that the algorithm
is invariant to rotation, as previously stated. This experiment is divided into two tests:
(a) using the entire face information (29 features) and (b) using regional information (19
features for the eyes and 15 features for the mouth region).

The data distribution for this experiment is described in Table [3.10, To evaluate the
eyes’ level of paralysis, 208 low-intensity and 472 high-intensity images are included. After
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Table 3.11: Prediction of two palsy levels: classifiers’ configuration using the entire face information.
Method Parameters
MLP L =0.2045, M =0.1909, H =59, N = {500,2000} * S = {2,37} *
SVM C = 1000, G = 1.0, kernel type = RBF
KNN KNN =1, A =Manhattan distance
MNLR R=1 x 10°°

* Refers to the values for the eyes and mouth evaluation, respectively.

Table 3.12: Results on the criteria of accuracy using the entire face information.
Classifier Eyes Mouth
MLP 92.39 + 1.23% 90.20 + 1.27%
SVM 95.05 +1.14% 92.69 + 1.01%
KNN 93.54 +1.24% 92.14 + 1.16%
MNLR 82.96 + 1.83% 81.09 + 1.47%

data augmentation, the data set is formed by 624 low-intensity and 1416 high-intensity
samples (2040 images in total). Similarly, to evaluate the mouth’s level of paralysis, 141
low-intensity and 539 high-intensity images are included. After data augmentation, the
data set is formed by 423 low-intensity and 1617 high-intensity samples (2040 images in
total).

For the first test, using the entire face information, the configuration of the classifiers is
described in Table [3.11] and the average performance for both regions is shown in Table
Using SVM, excellent results are obtained assessing the eyes region, up to 95.05%.
Similarly, good results are reached for the mouth area, 92.69%. The KNN classifier achieved
better results in this task than the MLP for both cases. Still, the proposed MLP yielded
good results using few samples compared to other published deep learning approaches that
require thousands of images and complex neural network structures.

For the second test, the configuration of the classifiers is described in Table [3.13] and the
average performance for both regions using fewer features is shown in Table [3.14] Lower
performance was expected because the information fed to the classifiers was decreased;
still, good performance (more than 90%) was achieved using SVM. A slight increase in
performance is observed when using the information from the mouth region. This evalua-
tion leads us to believe that a classification of the palsy intensity is possible to a certain
degree in partial occlusions of the face.

3.3.2 Prediction of three palsy levels

The goal of assessing the severity of the lesion is to determine how diminished is the
facial nerve function. It can be evaluated once the palsy has been detected or assessed
simultaneously. For the last experiment, the data set is divided into class SLg (healthy),
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Table 3.13: Prediction of two palsy levels: classifiers’ configuration using regional information.

Method Parameters

MLP L =0.2045, M = 0.1909, H = 59, N = {1000, 500} *, S = {87,7} *

SVM C =10, G = 1.0, kernel type = RBF

KNN KNN =1, A =Manhattan distance

MNLR R=1 x 107°

* Refers to the values for the eyes and mouth evaluation, respectively.

Table 3.14: Results on the criteria of accuracy using regional information.

Classifier Eyes

Mouth

MLP 88.75 + 1.87%
SVM 91.12+ 1.57%
KNN 89.99 + 1.54%
MNLR  79.97 + 1.97%

89.60 + 1.27%
93.29 + 1.22%
91.70 £+ 0.94%
80.15 + 1.13%

class SL; (slight or low-intensity palsy), and class SLs (strong or high-intensity palsy).
A sample of healthy subjects and patients with facial palsy was introduced in Figure [1.2]

The images show the two palsy regions of interest in this work: the eyes and mouth.

This experiment is also divided into two tests (a) using the entire face information (29
features) and (b) using regional information (19 features for the eyes and 15 features for the
mouth). The data set consists of 19 patients from the YFP database and 19 participants
from the CK+ database. In this case, 40 images per subject were used; for those who did
not have enough photos, only 20 were employed. Once more, the same data augmentation
process was performed to provide enough information to the classifiers, increasing the

amount of data and verifying that the methodology is rotation invariant.

The data distribution is described in Table For the eyes region, 740 healthy, 208
low-intensity, and 472 high-intensity samples are included; it is easy to observe that the
classes are unbalanced and that there are few examples for the class SL,. After sample

Table 3.15: Data distribution for the prediction of three palsy levels.

Test Total of Images Data Distribution

1420 Original data: 740 healthy, 208 low-intensity and
Eyes region 472 high-intensity samples

4260 Augmented data: 2220 healthy, 624 low-intensity

and 1416 high-intensity samples

1420 Original data: 740 healthy, 141 low-intensity and
Mouth region 539 high-intensity samples

4260 Augmented data: 2220 healthy, 423 low-intensity

and 1617 high-intensity samples
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Table 3.16: Prediction of three palsy levels: classifiers’ configuration using the entire face information.
Method Parameters
MLP L =0.2045, M = 0.1909, H =59, N = {1000,7000} * S = {18,25} *
SVM C = {10,1000} *, G = 1.0, kernel type = RBF
KNN KNN =1, A =Manhattan distance
MNLR R=1 x 1078

* Refers to the values for the eyes and mouth evaluation, respectively.

Table 3.17: Results on the criteria of accuracy using the entire face information.
Classifier Eyes Mouth
MLP 93.67 £ 0.94% 92.77 + 0.87%
SVM 95.58 £ 0.71% 94.44 + 0.63%
KNN 93.21 £ 0.80% 92.94 £+ 0.80%
MNLR 86.48 + 0.82% 85.95 + 0.77%

augmentation, 4260 images compose the training set with 2220 healthy, 624 low-intensity
and 1416 high-intensity samples. For the mouth region, 740 healthy samples, 141 low-
intensity, and 539 high-intensity samples are included; again, there are fewer examples for
the class SL;. After sample augmentation, 4260 images compose the training set with
2220 healthy, 423 low-intensity and 1617 high-intensity samples. In both tests, the classes
remained unbalanced, but after several evaluations, this data distribution provided the
best results.

The configuration of the classifiers is described in Table [3.16] and the average perfor-
mance for both regions using the entire face information is shown in Table [3.17 For the
SVM strategy, excellent results are obtained in the eyes regions, up to 95.58%. Similarly,
good results are reached for the mouth area, 94.44%. In both cases, the proposed MLP
yielded similar results using few samples compared to other deep learning strategies that
require thousands of samples and complex neural network structures.

For the second test, using regional information, the configuration of the classifiers is
described in Table [3.18] and the average performance for both regions using fewer features
is shown in Table [3.19] It was expected a lower performance because the information fed
to the classifiers was decreased; still, good performance of 92.08% and 93.95% was achieved
using SVM. Once more, this evaluation leads us to believe that palsy intensity classification
is possible to a certain degree in partial occlusions of the face.

3.3.3 Findings and discussion

To the best of our knowledge, only the work of Liu et al. in [26] introduces a three-level
classification system to distinguish between healthy and palsy faces. The authors argue
that a clinician manually labeled all palsy subjects according to the HB grading scale.
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Chapter 3 Detection of facial paralysis

Table 3.18: Prediction of three palsy levels: classifiers’ configuration using regional information.
Method Parameters
MLP L =0.2045, M = 0.1909, H = 59, N = {4000, 7000} *, S = {18,25} *
SVM C =10, G = 1.0, kernel type = RBF
KNN KNN =1, A = {Manhattan, Euclidean distance}
MNLR R=1 x 1078

* Refers to the values for the eyes and mouth evaluation, respectively.

Table 3.19: Results on the criteria of accuracy using regional information.
Classifier Eyes Mouth
MLP 89.63 +1.04% 91.91 +0.94%
SVM 92.08 £ 0.79% 93.95 + 0.62%
KNN 89.24 +0.92% 92.08 £ 0.83%
MNLR 83.07+1.07% 84.30 + 0.76%

Based on those labels, they grouped the lesion’s severity into three levels: (I) grade 1, (II)
grade 2-4, and (III) grade 5-6. The information regarding which palsy participant of the
YFP database belongs to each group is not publicly available after we requested it from
the authors. Then, a direct comparison of the methodologies is not feasible because the
data might be grouped into different classes. The performance is evaluated because the
same databases are employed, and the same classification goal is aimed.

The authors in [26] reported accuracy values of 94.81% and recall of 94.8%. We must
mention that their methodology requires a sequence of images from the same subject to
output a result, while our algorithm only needs one image. It is unclear how they measured
their results; we reported them separately: accuracy values of 93.67% and recall of 97.86%
for the eyes, accuracy values of 92.76% and recall of 97.89% for the mouth, using the MLP
classifier in both cases. It seems that our classifiers based on neural networks reached
a lower performance than those reported by Liu et al. in terms of accuracy. However,
we wish to emphasize that our classification system requires fewer images (3,408 against
21,612) in the training phase and a simpler architecture to perform the analysis and output
a label. Then, we firmly believe our results are competitive with those in [26]. Finally,
most of our best results were obtained using the SVM classifier (95.58% for the eyes and
94.44% for the mouth).
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CHAPTER 4

LGESTURE RECOGNITION IN PALSY PATIENTS

For this task, we seek to classify facial gestures in palsy patients as a first step to recog-
nizing emotional states based on facial expressions. We assume that a facial expression
is composed of one or more facial gestures, and a gesture is produced by activating one
or more muscles. In computer vision, such muscle activation is described through action
units. An action unit is a code that names the muscle activity, making its identification
easier and providing a common ground in this field.

If analyzing faces, the related action units (AUs) are encoded in the Facial Action Coding
System (FACS) according to [21, |28]. The FACS consists of many action units; some are
symmetrical or not, and some vary in intensity. The action units may occur in combinations
or show serial dependence. For example, for raising the eyebrows, the inner brow and outer
brow raisers must be activated; for smiling with a closed mouth, the lip corner puller and
lip stretcher must be activated. The seven basic emotions (anger, contempt, disgust, fear,
happiness, sadness, and surprise) are also described, among other characteristics, in terms
of facial action units [2§].

We argue that identifying specific FACS leads us to classify specific facial gestures and,
later, to recognize facial expressions [54]. As represented in Figure a common recog-
nition system consists of a machine learning algorithm fed with specific facial gestures to
identify a particular facial expression. Again, we think of this as a first step in recognizing
emotions from facial expressions.

As stated in the previous chapters, specific analysis, data, and models are necessary to
deal with palsy patients’ images, other than the actual work developed and performed on
healthy people (i.e., not affected by paralysis). A similar necessity is found for detecting
facial gestures |53} |13, 52]. The main contributions of this sub-project are (1) an analysis
of facial gestures in persons with facial palsy and (2) a system for recognizing gestures on
photographs of patients exhibiting facial paralysis. Such a system consists of a classifier
based on neural networks using our handcrafted features extracted from facial landmarks.
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Chapter 4 Gesture recognition in palsy patients
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Figure 4.1: A common facial expression recognition system based on analyzing face images and machine-
learning algorithms to output a facial expression.
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Figure 4.2: Framework of the proposed facial palsy gesture recognition system.
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4.1 Framework

Our methodology is shown in Figure It is easy to observe that it inspects a single
image aiming to recognize its facial gesture. Our approach performs face detection and
later predicts facial landmarks, as explained in Section [2.1.1} Facial symmetry features
are computed from those landmarks in mainly three regions: the eyebrows, eyes, and the
mouth, which is similar to other approaches . A multi-layer perceptron classifier is
trained, as described in Section to detect six gestures using the proposed symmetry
features. Figure and Table introduce those facial gestures: rest (neutral), eyebrow
elevation, eye closure, wide-open smile, closed mouth smile, and pucker face.

The MEEI database was employed in this classification task. As mentioned in Section
the participants performed eight facial movements that are of interest: (1) at rest, (2)
eyebrow elevation, (3) light effort eye closure, (4) full effort closure, (5) light effort smile, (6)
full effort smile, (7) pucker, and (8) lip depression. A set of those facial movements is shown

38
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Six classes of facial gestures

Class 0 Class 1 Class 2 Class 3 Class 4 Class 5
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Figure 4.3: The proposed facial palsy gestures are grouped into six classes.

in Figure 2.4 We wish to emphasize that the MEEI database is annotated according to
the level of paralysas. This research aims to recognize facial gestures using the information
we extracted according to the AUs described in |21, [28].

The eight aforementioned facial movements are grouped into six classes following these
considerations: (1) closing the eyes is considered a single gesture since it is not our intention
to measure the intensity of the movement; (2) smiling is split into smiles showing the teeth
(wide-open smile) or just enlarging the lips (closed mouth smile), measuring the intensity
of the gesture is out of our scope; (3) during preliminary tests, we observed that for a palsy
patient, performing a lip depression—which consists of showing the lower teeth—is very
similar to a wide-open smile; thus, it was grouped as a single gesture. Figure depicts
the above six classes of facial gestures.

A description of the analyzed facial gestures is given in Table divided into three
facial regions and the more relevant AUs involved in each. When the patient is asked to
raise the eyebrows, we observed that the movement comes with a whole eye-opening; the
mouth is irrelevant in this case. Smiling shows the most considerable asymmetry within
the lips, vertically in the case of a wide-open smile and horizontally in the other case. Here,
it is also observed that patients tend to show a slight asymmetry in the eye-opening when
smiling or performing a pucker gesture. In some cases, not all the AUs are meaningful to
recognize the gesture; they are marked as irrelevant to the methodology. It does not mean
they are not relevant in a different context.

Our facial symmetry features can discriminate between different positions and shapes of
the face organs involved in the analyzed facial gestures. Additional information showing the
behavior of the face elements is given in Figure [4.3, For example, the eyebrows exhibit the
most significant asymmetry in the eyebrow elevation movement. Depending on the palsy
severity, such asymmetry can also be observed in other expressions, such as the neutral
face. For the eyes, the most asymmetrical level is found for the eye closure; however, a
significant change is also observed when the subject elevates the eyebrows. Depending on
the palsy severity, this asymmetrical eye-opening could be observed when resting the face.
Notice that the photographs represent posed expressions; a different behavior could be
observed in in-the-wild images.

39



Chapter 4 Gesture recognition in palsy patients

Table 4.1: General description of the facial gestures following [28].
Face Region

Facial Gesture

Eyebrows Eyes Mouth
Neutral face No movement No movement No movement
Eyebrow elevation Inner brow raiser Irrelevant Irrelevant

(AU1) and outer
brow raiser (AU2)

Eye closure Irrelevant Eyes closed Irrelevant
(AU43)
Wide-open smile  Irrelevant [rrelevant Lip  corner  puller

(AU12), lips part
(AU25) and jaw drop
(AU26)

Closed mouth smile Irrelevant Irrelevant Lip  corner  puller
(AU12)  and lip
stretcher (AU20)

Pucker face Irrelevant Irrelevant Lip puckerer (AU18)

4.2 Experiments and results

The 5-fold cross-validation protocol is adopted during the training process to evaluate
the model’s performance on new data. Accuracy, recall, precision, and F1 score values
are computed as evaluation metrics according to Equation , , , and ,
respectively. Due to the limited amount of data, 80 healthy and 400 palsy samples (200
flaccid and 200 non-flaccid), it was necessary to augment the data set. Following the
strategy suggested in [16} [22], the samples were rotated in opposite directions, increasing
the amount of data and verifying that the proposed methodology is invariant to rotation.
In preliminary tests, increasing the amount of data to 560 healthy and 2800 palsy samples,
meaning three rotations in opposite directions and the original data, was shown to be
sufficient to obtain good results without over-fitting.

For this facial gesture recognition task, an MLP classifier was trained and configured
using L = 0.2045 and M = 0.1909 because it yielded a good result in previous classification
challenges. The rest of the parameters were defined after several trials and an optimization
process using the Weka platform, as explained in Section We found that setting the
parameters to H = 95, S = 0, and N = 5000 reached the best results.

The following experiment was carried out to illustrate the necessity of having specific
models designed with palsy data. A classifier was trained and tested using only the healthy
data from the MEEI database. The 560 samples were distributed as follows: 70 samples
for class 0, 70 samples for class 1, 140 samples for class 2, 161 samples for class 3, 49
samples for class 4, and 70 samples for class 5. The overall accuracy of 90.71% was reached
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Table 4.2: The results per fold of the facial gesture recognition system.
n-Fold Correct Errors Accuracy

1-fold 209 o1 90.89%
2-fold 206 54 90.36%
3-fold 501 29 89.46%
4-fold 507 23 90.54%
5-fold 504 o6 90.00%

Overall 2527 273 90.25%

Table 4.3: The results per class of the facial gesture recognition system.
Class Recall Precision F1-Score
Class 0 83.71% 78.55% 81.05%
Class 1 86.57% 89.38% 87.95%
Class 2 89.43% 91.92% 90.66%
Class 3 97.12% 92.84% 94.93%
Class 4 83.52%  86.86% 85.15%
Class 5 88.57%  95.68% 91.99%

Class 0 refers to neutral face, class 1 to eyebrow elevation, class 2 to eye closure, class 3 to wide-open
smile, class 4 to closed mouth smile, and class 5 to pucker face.

in recognizing facial gestures using the 5-fold cross-validation strategy. The palsy data
was also evaluated with this model trained with healthy samples, and the performance
decreased to 58.96%. This performance decrement shows that a model trained with palsy
information is required to reach acceptable results, as discussed earlier.

Another classifier was trained using the 2800 palsy samples, which are distributed as
follows: 350 samples for class 0, 350 samples for class 1, 700 samples for class 2, 868
samples for class 3, 182 samples for class 4, and 350 samples for class 5. The results are
provided in Table The values correspond to the performance of the testing part of the
data for each fold. The system accuracy is 90.25%, with the best result of 90.86% and the
worst of 89.46%. The results provided in Table reflect the capacity of the system to
recognize each class. It is easy to observe that the best-recognized gesture is class 3 (wide-
open smile), while class 4 (close-mouth smile) is the worst in recall values, 97.12% against
83.52%, likely because of the data distribution previously described. A deeper analysis of
the capacity of the system to recognize each class is provided in Section [4.3

The confusion matrix with actual and predicted labels is given in Figure [£.4] showing
the accuracy of the proposed methodology. By looking into it, we can observe that the
classification system can recognize different facial gestures. The best result is 97.12% for
class 3, and the worst is 83.52% for class 4. As mentioned before, the system’s overall
accuracy is 90.25%, representing a good result if considering this is a six-class classifica-
tion system. Furthermore, considering that the baseline accuracy was set at 58.96%, a
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Figure 4.4: Confusion matrix with actual and predicted labels: class 0 for neutral face, class 1 for
eyebrow elevation, class 2 for eye closure, class 3 for wide-open smile, class 4 for closed
mouth smile, and class 5 for pucker face.

significant improvement was achieved.

Additional experiments were performed to observe the capacity of the recognition system
based on the level of facial palsy. For this test, six classifiers were trained under the
same parameters (i.e., L = 0.2045 and M = 0.1909, H = 95, S = 0, and N = 5000);
however, only the data corresponding to the same grade of paralysis was employed. The
data distribution consists of 10 participants for each grade: normal, near-normal, mild,
moderate, severe, and complete.

The recognition system results according to the facial palsy level are shown in Table
Good results are revealed, especially for the complete level of paralysis with an overall
accuracy of 96.79%. The lowest performance was 87.14% for the mild grade; this palsy
level was the hardest to characterize for our system. The overall accuracy of 90.71% seems
acceptable for normal subjects; however, higher accuracy values are found in the literature.
However, it is not our scope to perform facial gesture recognition on healthy people.

In Figure 4.5 the confusion matrix for each of the evaluations is depicted. In Figure
M.5h, it is possible to observe that a neutral face is mainly confused with closed eyes in a
healthy face; this is expected behavior since a little change in the organs’ shape would be
observed because of the symmetry of the face. The same justification applies for eyebrow
elevation being confused with a neutral face. In the case of near-normal palsy, shown in
Figure [4.5p, the worst class is closed mouth smile, which is confused with eye closure. We
argue that this is produced by the lip corner puller activation, making what looks like a
smile. In the case of mild palsy, shown in Figure [£.5¢, it is easy to observe that this level
of paralysis is the most difficult to characterize.

Here, the neutral face is confused with four possible classes. In the case of moderate
palsy, shown in Figure [£.5d, the worst class is puckered face, which is confused with all
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Table 4.4: The results per class for each level of paralysis of the facial gesture recognition system.
Test Class 0 Class 1 Class 2 Class 3 Class 4 Class 5 Overall
Normal 75.71%  87.14%  86.43%  98.76%  91.84%  97.14%  90.71%
Near-normal 87.14%  94.29%  85.71%  98.81%  80.95%  91.43%  91.25%
Mild 71.43% 80.0% 80.0% 98.41%  76.19%  97.14%  87.14%
Moderate 87.14%  95.71%  87.86%  97.80%  89.29%  81.43%  91.25%
Severe 88.57%  85.71%  86.43%  96.89%  93.88%  91.43%  90.89%
Complete 91.43%  95.71%  93.57% 100% 100% 100% 96.79%
Average 83.57%  89.76%  86.67%  98.44%  88.69% = 93.09%  91.34%

Class 0 refers to neutral face, class 1 to eyebrow elevation, class 2 to eye closure, class 3 to wide-open
smile, class 4 to closed mouth smile, and class 5 to pucker.

possible classes, likely because the asymmetry of the mouth is not sufficient to characterize
it into specific gestures. In the case of severe palsy, shown in Figure [{.5f, the worst class
is eyebrow elevation, and we argue that it is produced by the patient’s incapacity to raise
the eyebrows. Finally, in the case of complete palsy, shown in Figure .5, the worst class
is the neutral face, which is slightly confused with three of the five possible classes.

At the introduction of this thesis, we mentioned the work of Xu et al., which aimed
to evaluate emotions in patients with facial palsy through deep learning [52]. To start,
the authors collected images representing facial expressions of six basic emotions from 45
patients with three levels of facial palsy. The authors reported a performance increase from
23.89% to 66.58% after training using the palsy data. Moreover, their emotion recognition
accuracy rates were 72.22% for mild, 65.83% for moderate, and 61.67% for severe levels of
paralysis. Their work is not a direct comparison to ours. They are related because both
seek to provide solutions in analyzing images of facial paralysis, and both concluded that
new models trained with palsy data are required.

4.3 Findings and discussion

With our methodology, the levels of asymmetry were found by measuring the change rate
in the height and width of each eye and the mouth and by observing the difference in
the vertical position between the eyes and eyebrows. The method mainly compares the
left and right sides of the face, as depicted in Figure [4.0] thereby allowing good results in

detecting facial gestures.
In a further analysis and referring to Figures and we found that:

e A neutral face is confused with closing the eyes because there is a slight difference be-
tween the eyebrows’ position (see Figure ) and the mouth shape for both gestures
(see Figure 4.6b); however, if there is enough paralysis where one eye remains opened
and the other closed, the change is perceived by the classifier, and the movement is
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Figure 4.5: Confusion matrix with actual and predicted labels for test: (a) normal, (b) near-normal,
(c) mild, (d) moderate, (e) severe, and (f) complete paralysis. Class 0 refers to neutral
face, class 1 to eyebrow elevation, class 2 to eye closure, class 3 to wide-open smile, class 4
to closed mouth smile, and class 5 to pucker face.
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classified correctly (see Figure [4.6f).

e A neutral face is confused with eyebrow elevation; some patients show similar asym-
metry in the eyebrows’ vertical position due to their level of paralysis.

e A closed mouth smile is confused with a wide-open smile mainly because a similar
rate of change is produced in the eyes opening and in the mouth width or opening

(see Figure [4.6{).

e A closed mouth smile is confused with closing the eyes because, in some patients,
a full effort eye closure activates the lip corner puller, producing what looks like a

smile (see Figure [4.6p).

e A closed mouth smile is confused with a neutral face because, in some patients, the
asymmetry in the mouth shape is insufficient to classify it as a smile.

e A pucker face is confused with a neutral face because some patients cannot fully
perform the gesture. Their mouth looks asymmetrical; however, the eyes and the
eyebrows remain close to no movement (see Figure [1.6]).

e A pucker face is confused with closing the eyes because some patients cannot fully
perform the gesture but show a change in the eyes’ opening.

In conclusion, we emphasize that to achieve facial gesture recognition and later emotion
classification in patients with facial paralysis, the level of damage must be considered in
the recognition system design because the paralyzed facial organs exhibit different behavior
compared with healthy organs. Regarding accuracy and face generalization, improvements
to the methodology would require more data from facial palsy patients with labeled facial
expressions and emotions.
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Figure 4.6: Analysis of facial gestures in patients who have facial palsy: (a) An small change in the
eyebrows’ height. (b) A similar mouth shape (width and height). (c) A slightly different
change in the eyes’ height. (d) A similar change in the mouth shape. (e) An activated lip
corner puller. (f) A similar change in the mouth shape.
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Conclusions

In this thesis, we introduced an analysis of facial paralysis using computer vision techniques
and machine learning algorithms. We focused our facial analysis on terms of symmetry,
knowing that almost all humans exhibit a level of asymmetry between the left and right
sides of the face. We seek to find a boundary capable of distinguishing between healthy
and palsy faces. In other words, we wished to characterize human faces by assuming that
a healthy face is pretty symmetrical and a palsy face is not.

As a result of such facial palsy analysis, we have designed 29 facial symmetry features
that measure the position between the face elements and their shape at some level. Our
proposed features are extracted from facial landmarks, which are predicted after a face de-
tection process on the image and using shape predictors trained on palsy patients’ imagery.
Landmark extraction is crucial to calculating our facial features.

Our proposed methodology is suitable for performing different classification tasks using
our facial symmetry features. We have explored three objectives: (1) detection of facial
paralysis, (2) assessment of the palsy lesion’s severity, and (3) recognition of facial gestures
in palsy patients. Experiments were performed on four (three palsy and one healthy)
publicly available image databases to validate our methodology, and different classification
approaches were tested.

Our first experiment aimed to detect facial paralysis using a binary classifier based on
the multi-layer perceptron strategy, which provides a healthy or unhealthy label as an
output. It was evaluated on the MEEI and TNF databases. In the first one, the approach
attained a 94.06% correct classification; a performance of 97.22% was reached on the second
database, showing that our methodology to design a binary classifier can be expanded to
other databases with excellent results.

Four different classifiers were evaluated in the following experiments aiming to detect
palsy regions, discriminate among two levels of the palsy, and assess the lesion’s severity
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among three palsy levels. Tests were performed on the YouTube Facial Palsy and the CK+
databases. The best results were achieved using SVM, but a similar performance with a
slight decrease is obtained using the multi-layer perceptron method. After the evaluations,
it was found that dividing the face into specific regions is convenient to detect and assess
paralysis with fewer features. This feature reduction leads us to believe that the analysis
of facial paralysis is possible with partial occlusions of the face if face detection is achieved
and landmarks are predicted adequately.

In detecting palsy regions, the proposed system achieved the highest accuracy of 95.61%.
In the discrimination task of two palsy levels (low-intensity vs. high-intensity), the system
achieved the highest accuracy of 95.05% in the eyes and 93.29% in the mouth region.
In assessing the lesion’s severity (healthy, low-intensity, and high-intensity), the system
achieved the highest accuracy of 95.58% for the eyes and 94.44% for the mouth region.

Our final experiment aimed to recognize six gestures in patients with facial paralysis. The
gesture recognition system was evaluated using the patients from the MEEI database. The
recognition system obtained an overall accuracy of 90.25%; the best result yielded 97.12%
and the worst 83.52%. After the evaluations, we found that any recognition system must
consider the level of paralysis exhibited by the patient because the healthy facial organs
show different behavior compared to the paralyzed face elements. In other words, the
recognition systems must be capable of discerning such behavior.

The results show that our methodology helps to solve various issues of interest in facial
palsy. Other approaches have aimed to analyze faces in subjects with cognitive impairments
and pain; however, this research is the first attempt to perform facial gesture recognition
in patients with facial palsy.

The accomplished results show that our methodology to design classifiers can be adapted
to other datasets with outstanding results for various classification tasks. It is a methodol-
ogy easy to replicate compared to the other complex systems and achieves similar results
for detecting and evaluating facial paralysis. Remarkably, the proposed classifiers based on
neural networks require fewer samples in the training stage compared to other approaches
based on deep neural networks.

After submitting our research to several peer-review journals, it was noted that evalu-
ating facial paralysis using symmetry/asymmetry values is risky because the human face
is not identical concerning its left and right sides. Then, to thoroughly verify the useful-
ness of our algorithm in clinical practice, a much larger sample of healthy controls with
different degrees of facial asymmetry (not caused by facial palsy) is needed. Achieving this
monumental task would require a specific database of healthy participants (i.e., showing
no facial palsy of any kind) and a multidisciplinary team of experts to design a grading
scale of healthy asymmetry, to calculate how asymmetric is the subject’s face according to
it, and to label each participant’s image manually. To our knowledge, no such dataset is
available for the research community.
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Future work

Analyzing facial paralysis from images requires new data and models to overcome the bias
produced using healthy people photographs in the design, training, and testing of algo-
rithms. Improvements to the methodology would require more publicly available samples
from palsy patients with annotated data, including information about the lesion’s severity,
exhibited facial expression, felt emotion, and healthy controls to characterize the facial
asymmetry in non-palsy subjects.

Developing a complete facial paralysis system was out of the scope of this research. Still,
as future work, such a system should start with detecting facial palsy in a face photograph
(or video). Then, a classifier trained on healthy people or palsy patients could be selected
for the following tasks depending on the detection result. The next module should include
the analysis of facial gestures to recognize facial expressions to detect emotion or any other
application involving the face. To date, we proposed a system to detect facial palsy in
photographs and an approach to classify facial gestures. Annotated data, including the
patient’s emotional state, is needed to go further.

The design of a mobile application to diagnose facial palsy at home is also desirable to
improve the rate of early diagnosis. Furthermore, developing an application to monitor
the treatment and improvement of the patient easily would represent a milestone in the
healthcare sector, with many other benefits such as cost reductions and resource optimiza-
tion.
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SCIENTIFIC PRODUCTION

As a result of our research on diagnosing facial paralysis using computer vision techniques
and machine learning algorithms, three articles were published in different scientific jour-
nals with a JCR impact factor. The publications are listed next:

e Parra-Dominguez, G. S.; Sanchez-Yanez, R. E.; Garcia-Capulin, C. H. Facial Paral-
ysis Detection on Images Using Key Point Analysis. Appl. Sci. 2021, 11, 2435.
https://doi.org/10.3390/app11052435

e Parra-Dominguez, G.S.; Sanchez-Yanez, R.E.; Garcia-Capulin, C.H. Towards Facial
Gesture Recognition in Photographs of Patients with Facial Palsy. Healthcare 2022,
10, 659. https://doi.org/10.3390/healthcare10040659

e Parra-Dominguez, G.S.; Garcia-Capulin, C.H.; Sanchez-Yanez, R.E. Automatic Fa-
cial Palsy Diagnosis as a Classification Problem Using Regional Information Ex-
tracted from a Photograph. Diagnostics 2022, 12, 1528. https://doi.org/10.339
0/diagnostics12071528
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